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Summary. This article, devoted to developing methods for protecting
digital multimedia content from counterfeiting to ensure information
security, addresses the scientific and technical challenge of designing
the architecture and operating algorithm of a digital solution—a model
for protecting multimedia content from counterfeiting based on artificial
intelligence technologies. The article presents the formal problem
statement, the architecture of the model for protecting multimedia
content from counterfeiting, the operating algorithm of the author’s
method based on programming the protection and data verification
phase, the mathematical justification of the model, and the innovative
aspects of the proposed solution. The results of an evaluation of the
effectiveness of the author's model for protecting digital multimedia
content from counterfeiting are presented.
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BseaeHve

obliecTBa XapakTepusyeTca nepexogom K Ludpo-

BM3aLMK, B PaMKax Yero MynbTUMEAUAHDBIN KOHTEHT
(306paxkeHuns, BUOeO— 1 ayaromatepuransl) npuobpeta-
0T CTaTyC HOCUTENA COLMANbHO 3HAauYMMOW nHbopPMaLUN.
MopobHana TpaHchopmaLma cnocobCTBYeT BO3HUKHOBEHUIO
3aBUCMMOCTY MHPOPMALIMOHHON 6e30MacHOCTM OT AOCTO-
BEPHOCTU M ayTEHTUYHOCTU JaHHbIX [1-3]. B KOHTeKcTe Lnd-
poBol TpaHchopmaumm danbcndrKauma MynbTUMeaUAHO-
ro KOHTEHTA 3BOJIOUMOHMPOBANa OT eAVHUYHBIX CllyYaeB
[0 MaccoBoOW Knbepyrposbl, JOCTynHoW Gnarogapa cTpe-
MUTESIbHOMY Pa3BUTUIO TEXHONOTUIA, B YaCTHOCTU, METOL0B
rny6okoro obyueHusa 1 reHepaTUBHbIX ceTein [4-6].
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AHHOmayusA. B faHHOIA CTaTbe peLLaeTca HayyHo-TeXHUYeCKas 3a/1aua NpoeKTy-
POBAHWA apXUTEKTYpbI U anropuTMa paboTbl LMdpoOBOro peLleHns — Mogenn
3aLLMUTI MyNLTUMEZNIHOTO KOHTEHT OT danbcuuKaLuy Ha 0CHOBE TeXHONOT A
NCKYCCTBEHHOTO MHTeNNeKTa. [pecTaBneHbl GopmanbHasa NOCTaHOBKA 3ajjauv,
apXuTEKTYpa MOZENH 3aLUUTbI MyNbTUMEANIAHOTO KOHTEHT 0T Ganbcudukaumm,
anropuT™ paboThbl aBTOPCKOrO METO/1a Ha OCHOBE NPOrpaMMIPOBaHIA (a3bl 3a-
LMTbI M BEPUOUMKALMM JaHHBIX, MaTeMaTIyeckoe 060CHOBaHMe MOZENH, a Tak-
e MHHOBALMOHHbIE acneKTbl Npenaraemoro peLueHus. 0TpaxeHbl pesynbrathl
OLeHKM 3¢deKTUBHOCTY paboTbl aBTOPCKOI MOAEN 3aLuTbl LUdPOBOro MyNb-
TUMEANIAHOTO KOHTEHTa 0T danbcuukaLmn.

Kntouesble c06a: 3awunTa LdpoBoOro MynbTUMEAMAHOTO KOHTEHTA, METOZbI 3a-
LUMTbI flAHHBIX, MHAOPMALIMOHHAA 6e30MacHOCTb, GanbCduKaLmA JaHHDIX, Tex-
HONOMUM UCKYCCTBEHHOTO MHTENNEKTA, NPOrPAMMIPOBAHIE, aBTOPCKAA MOZIENb.

AKTyanbHOCTb Pa3paboTKM METOAOB 3alWTbl HaHHbIX
(MyNbTMEANIAHOTO KOHTEHTA) Ha OCHOBE COYETaHUA TEXHO-
noruin cteraHorpadumn N NCKYCCTBEHHOTO MHTENNEeKTa 00y-
cioBfeHa Heo6XoAMMOCTbIO COOTBETCTBUA HOBbIM BbI30BaM
LMPpPOBOI 3MOXN, KOTOPbIE HE MOTYT ObITb afjeKBaTHO Hell-
TPanu3oBaHbl B pamMmKax TPaguLMOHHbIX cnocobos obecne-
YyeHus MHPOpPMaLMOHHON 6e3onacHocTy [7]. Kak npasuno,
Knaccuyeckrie noaxofbl ManoaganTyBHbl U CTaTUYHbI, B TO
BpeMs Kak KnbepaTaku NCMosib3yoT camoobyyatolmecs an-
roput™mbl B undposoi cpepe [8-10].

Llenb paboTbl — pa3paboTka Mogenu 3awmuTbl Lndpposo-
ro MyfbTUMeLUINHOro KOHTEHTa OT danbciduKkaumm Ha oc-
HOBE TEXHOMOIMIN UCKYCCTBEHHOTO MHTENEKTa.
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JnA [OCTMKEHUA NOCTaBNIEHHOW LieNin B CTaTbe HeobXo-
OVIMO pPeWnTb Ciefytolue 3agaun:

1. MNpepactaBnTb popMasnbHyl0 NOCTAHOBKY 3afauu, ap-
XUTEKTYPY MOZENN 3aLUTbl MYNIETUMEANIAHOTO KOH-
TeHTa oT ¢panbcuduKkaumm, anropntm paboTbl aBTOP-
CKOro MeTofja Ha OCHOBe MPOorpammMmpoBaHna dasbl
3aWunTbl 1 BepudUKaLmMM faHHbIX, MaTeMaTUYeCcKoe
oboCcHOBaHME MOAenu, a TakXKe WHHOBALMOHHbIe
acneKTbl NpeanaraemMmoro peLleHus.

2. lMpuiBecTn pe3ynbTaTbl OLEHKM 3dPeKTUBHOCTU pa-
60Tbl aBTOPCKOWN MoAenu 3aunTbl LdpoBOro mysb-
TUMEAUNHOTO KOHTEHTA OT danbcudrKaLmn.

MaTepranbl U METOALI ICCAEAOB3HUSI

Ons obyyeHus 1 BanuZaLMv aBTOPCKON MOZENN 3aLUNTbI
undpPoBOro MynbTUMEANAHOIO KOHTEHTa OT danbcuduka-
UMM Ha OCHOBE TEXHOJNOIMI WUCKYCCTBEHHOIO WHTENJIEKTa
NCMOosb30BaNmnCh crefymoLme Habopbl CTPYKTYPUPOBAHHbBIX
OaHHbIX:

— COCO 2017 (120 TbiC. M306paKEHNI, paspeLLeHne
640x480) ona npeaBapuUTenbHOro obyyeHna aHanu-
3aTOpa KOHTEHTa;

— BOSSBase 1.01 (10 Tbic. u306paxkeHWi, paspelLeHmne
512x512) ¢ uenbto obyyeHnsa cTeraHorpadryeckoro
Mopyns;

— RAISE-2k (20 TbiC. M300paKeHW, paspeLLeHne
3000x2000), 4TO6bI TECTMPOBATb aBTOPCKYIO MOAEesb
Ha BbICOKOKAUYeCTBEHHOM My IbTUMEANNHOM KOHTEHTE;

— Custom FakeDataset (5 Tbic. n306parkeHniA, pa3pe-
weHne 1024x1024) pna obyueHusa pgetektopa dasb-
cndurKaumin faHHbIX.

Banupauma 3¢deKTMBHOCTM NpeasnoXKeHHON mopenu
npoBoAuiachb C MOMOLLbIO KOMIMJIEKCa METOAOB:

1. TokasaTeniel OLeHKN HeE3aMEeTHOCTW BHEAPEHMWA MO-
nenu (PSNR, SSIM, VIF).

2. [lokasaTenel oLeHK/ yCTOMUMBOCTM K KnbepaTakam,
a umeHHo JPEG komnpeccum (Kayectso 50-90 %), la-
yCCOBO pa3MbITuA (AAPO 3x3-7x7), MegnaHHom dusnb-
Tpaumn AaHHbIX (AQPo 3x3-5x5), aganTMBHbIX aTak
Ha ocHoBe meToaa GAN.

3. [loka3aTenem OLEHKM TOYHOCTU [ETEKTUPOBAHUA
banbcndrLMPOBAHHOTO KOHTEHTA.

4. CTaTUCTMYeCKNX MeTofoB 06paboTKM pe3ynbTaToB
nccnefoBaHnsa, BKoyaa KpuTepuin t-CTblofeHTa
(oueHKa 3HaYMMOCTU Pa3NNYUA MeXay MeTogammu),
LAVICNEPCUOHHDBIA aHanu3, Kpocc-sanupauuio k-fold,
NoCTPOEeHNe JOBEPUTESIbHbIX MHTEPBASIOB.

Pa3paboTka MmoaeAun 3anTbl UMdpoBOro
MYAbTUMEANNHOIO KOHTEHTa OT (hanbCcnuKaunn
Ha OCHOBE TeXHOAOIMIN NCKYCCTBEHHOIO UHTEAAEKTa

MopmanvHas nocmaHoska 3adayu. lNycTb 3aAaHO MHO-
YKEeCTBO UUPPOBbIX MeanaobbekToB | = {11,12,...,1,, }, rge

Kakgbll MeanaobbekT l; =€ R npepctaBnsaet coboi MHOro-
MEPHbIN TeH30p (M300parkeHne, BULEOKaAP) Pa3sMepHOCTH
W x H x C. 3agaya 3awutbl LUPPOBOro MynbTUMEQUAHOIO
KOHTeHTa popMynmpyeTca Kak pa3paboTka KoMneKkca B3a-
MMOCBA3aHHbIX MPeobpa3oBaHNil Ha OCHOBE orepaTopa
3alWuTbl 1 onepaTtopa BeprdmrKaLMm AaHHbIX (pe3ynbTaT Be-
pudUKauumM AaHHbIX NPUHUMAET 3HadYeHne 1 Ans NOoAJIvH-
HbiX U 0 ana danbcndrumnpoBaHHbIX 00beKToB). Llenesblie
3HauYeHVA MAaPaMeTPOB 3aaun 3aWnTbl LUGPOBOro MyNbTH-
Me[MNHOro KOHTEHTa criefytoLue:
— KayecTBO 3allKLLIEeHHOro KoHTeHTa — 6onee 45 dB;
— YCTOMNYMBOCTb K Knbepatakam — cBbiwle 0,85;
— CKOpOCTb 00paboTKM KOHTEHTa — MeHee fABYyX ce-
KyHZ;
— TOYHOCTb AeTeKTUPOBaHUA ¢anbCUPULNPOBAHHBIX
obbekToB — 6onee 0,95.

Apxumekmypa MoOenu 3auumsi My/1bmumMeoutiHo20
KoHmeHma om ¢anecugpukayuu. bbina paspabotaHa ru-
OpuaHas HelpoceTeBas aApPXUTEKTYpa MOAENV 3aLiuThl
MyNbTUMELNNHOIO KOHTEHTa OT danbcudurkalymu, peanmnsy-
loLLaA KOHLenumMio afanTMBHOMO CEMaHTUYeCKoro BHegpe-
HuA (Tabnuua 1).

Tabnuua 1.
Mopynu apxmTeKTypbl MOAENN 3alnTbl MySIbTUMEANIAHOTO
KOHTeHTa OoT panbcmdpukauum

OyHKuy-
Moaynb ApxuTtekTypHas
OHaNbHoe BbixoaHble napameTpel
aApXUTEKTYpbI peanu3auua
Ha3HaueHune
Cemat- Bbipenexue
ek cemaHTiyeckn | Deep Residual Kapra sHaunmoctu
3HAUNMBbIX U-Net M, e RWH}
aHanu3arop o
obnacteii
Onpenenenue .
PoBIL 30H BHefipe- : M, € RW*Hi
BHefpeHuA Fuzzy Logic
HUA
[eHepato (Co3naHue "
CTer:-nanTe - |a af"ITMBHbIX Conditional ST
b |2 WGAN-GP 7 & G
HOB MapkepoB
BHenpenue
DuddepeH- | ccoxpa- Differentiable
LMpyemMblil | HeHuem Quantization I, =
Kopep AnddepeHun- Layer =l+a*(P, ®Me)
pyemocTi
T MHoro- Siamese
P YPpOBHeBas Network + Score € [0,1]
LeNoCTHOCTH
Bepudukauma | Transformer

McmoyHuk: pa3paboTaHo aBTOpamMu.

Aneopumm pabomel agmopckozo Memodd Hd OCHO8e
NPopamMmMuposaHus hasel 3awumsl U 8epugukayuu 0aH-

Cepus: EcmecmeeHHble u mexHu4yeckue Hayku N° 11 Hoa6pb 2025 2. 65



NHOOPMATUKA, BbIYNCITINTEJIbHAA TEXHUKA U YITPABJIEHUE

Hbix. OHU ObIIN CO3AaHbl HA OCHOBE A3blKa MPOrPaMMUPO-
BaHusA Python, B uacTHoCTM:
1. ®a3a 3aWunTbl KOHTEHTa:

import torch
import torch.nn as nn
import numpy as np
class ProtectionPhase:
def __init__(self, semantic_analyzer, generator,
adaptive_alpha):
self.semantic_analyzer = semantic_analyzer
self.generator = generator
self.adaptive_alpha = adaptive_alpha
def semantic_analysis(self, image):
# image: TeH3op pasmepa [1, C, H, W]
with torch.no_grad():
significance_map = self.semantic_analyzer(image)
return significance_map
def generate_embedding_map(self, significance_map,
threshold=0.67):
# Moporosasi 06paboTKa KapTbl 3HAUMMOCTU
binary_map = (significance_map > threshold).float()
# YTOuHeHMe: NCKNoYaeM rpaHnYHble 061acTu (3aechb
EdgeMap He peanun3oBaH s KpaTKocTy,
# HO MOXXHO MCMOMb30BaTb, HaNpPUMep, AeTeKTop
rpaHen KaHHn®)
# edge_map = canny_edge_detector(image) ...
# embedding_map = binary_map * (1 — edge_map)
embedding_map = binary_map
return embedding_map
def generate_stego_pattern(self, latent_vector,
significance_map):
with torch.no_grad():
stego_pattern = self.generator(latent_vector,
significance_map)
return stego_pattern
def adaptive_alpha(self, significance_map):
# BbluncnAaem aganTMBHbLIN KOIPPULNEHT Kak 06-
paTHyto GYHKLMIO OT 3HAUMMOCTK
# UTOObI B BaXKHbIX 00N1aCTAX BHEAPATb MEHbLLUE, B HE-
BaXKHbIX — 6osblue
alpha =0.1 * (1 — significance_map.mean())
return alpha
def embed(self, image, significance_map, stego_
pattern, embedding_map, alpha):
# BHefpsAem cTero-naTTepH C y4eTOM KapTbl BHeape-
HUA N KoadduumeHTa
protected_image = image + alpha * (stego_pattern
* embedding_map)
return protected_image
def protect(self, image):
# AHanm3 ceMaHTUYECKOW CTPYKTYpPbI
significance_map = self.semantic_analysis(image)
# leHepaus KapTbl BHEAPEHNA
embedding_map = self.generate_embedding_
map(significance_map)

# leHepauma cnyyaHOro BeKTopa 1 co3gaHue cTero-
naTTepHa

z =torch.randn(1, 256) # latent vector pasamepHocTu
256

stego_pattern = self.generate_stego_pattern(z,

significance_map)

# BbluncneHne agantTuBHoro KosdduumeHTa

alpha = self.adaptive_alpha(significance_map)

# BHegpeHne

protected_image = self.embed(image, significance_
map, stego_pattern, embedding_map, alpha)

return protected_image

2. ®aza BepridrKaLmmM AaHHbIX:

class VerificationPhase:
def _ _init_ (self, feature_ extractor, semantic_
consistency_analyzer, pattern_detector, threshold=0.5):
self.feature_extractor = feature_extractor
self.semantic_consistency_analyzer = semantic_
consistency_analyzer
self.pattern_detector = pattern_detector
self.threshold = threshold
def multi_scale_feature_extraction(self, image):
with torch.no_grad():
features = self.feature_extractor(image)
return features
def semantic_consistency_analysis(self, features):
with torch.no_grad():
semantic_score = self.semantic_consistency_
analyzer(features)
return semantic_score
def pattern_detection(self, features):
with torch.no_grad():
pattern_score = self.pattern_detector(features)
return pattern_score
def verify(self, image):
# V3BneyeHvie MHOroMacLUTaOHbIX MPU3HAKOB
features = self.multi_scale_feature_extraction(image)
# AHanu3 ceMaHTUYeCKOW COrnacoBaHHOCTY
semantic_score = self.semantic_consistency_
analysis(features)
# [leTeKTpoOBaHMe CTero-naTTepHoB
pattern_score = self.pattern_detection(features)
# MNpuHaTtne pewenna (A = 0.5 gns nprmepa)
lambda_param = 0.5
final_score = lambda_param * semantic_score + (1
— lambda_param) * pattern_score
# buHapHoe peleHne: 1T — NOANUHHBINA, 0 — danb-
CMPULMPOBAHHDIN
return final_score >= self.threshold

Mamemamuyeckoe o6ocHosaHue modesnu. Obwwasn dyHK-
LM NoTepb NPeACTaBnsaeT cO60 B3BELLIEHHYIO CYMMY KOM-
MOHEHT MOTepPY KayecTBa, YCTONUMBOCTY U MHGOPMALIMOH-
Holi 6e30MacHOCTY, Kak oTpakeHo B opmyne (1):
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— * * *
L= 7"1 Lquality + }"2 Lrobustness + 7"3 Lsecurity

(1M

roe Lquam y L opustnesst Lsevcum , — NOTePA KayecTsa, yCTOMYMBOCTM
1 HGOPMALMOHHOV 6e30MacHOCTU COOTBETCTBEHHO;

A\, — BeCoBo ko3GGULIMEHT NOTepm KayecTsa, KOTOPbIN
paseH 0,5;

A, — BECOBOW KO3GPULMEHT NOTEPU YCTONUNBOCTH, KO-
TOpbI paBeH 0,3;

A, — BeCOBOI1 kK03 PULMEHT NoTepn 6e30MacHOCTH, KO-
TOpbI paBeH 0,2.

VMIHHOBAUUOHHbIE acnekmol Npednazaemozo pewieHus
roApasymeBaloT NCNONb30BaHNE KOHLENLUW afanTUBHOIo
CeMaHTNUYeCKOro BHeApeHus, KoTopas B OT/iMume OT Tpa-
OVILMOHHBIX METOZIOB YUMTbIBAaeT CEMAHTUUYECKME OCOOEH-
HOCTW MyNbTUMEOUAHOIO KOHTEHTa Mpw Bblbope napame-
TPOB BHeApPEeHVs, CKBO3HY AnddepeHLmpyemMocTb BCex
KOMMOHEHT, KOTOpasi MO3BOSIAET MPUMEHATb COBMECTHYIO
ONTUMM3ALMI0 MOLENN, COYETaHNEe NMPENMYLLECTB CTeraHo-
rpadun n rny6okoro obyyeHusi Ha OCHOBE UCKYCCTBEHHOTO
WHTENNEKTa, @ TaKXKe KOMOUHMpOBaHMe aHann3a CcTero-nat-
TEPHOB 1 CEMaHTUYECKOI COrMacOBAaHHOCTY KOHTEHTa, UTO
YBENMUNBAET HAAEXKHOCTb AETeKTMPOBaHMA danbcmouum-
pOBaHHbIX 06BEKTOB.

OueHka 3¢ppeKTMBHOCT aBTOPCKON MOAAN
3aWMTbl UMPPOBOro MyALTUMEAUNHOINO KOHTEeHTa
oT panbcuuKaumn

Pe3ynbTaThbl oLeHKM 3P EKTVBHOCTM aBTOPCKON MOAENM
3aWunTbl LMPPOBOro MynbTUMEAUAHOTO KOHTEHTa OT danb-

cmdmrKauUmM OTpaXKkaloT CTaTUCTUYECKU 3HAUYMMOE MpPeBOC-
XOACTBO MO BCEM MapaMeTpaM KayecTBa MO CPaBHEHWIO
¢ koHuenuusamu GAN-Stego, Classic LSB, DCT-BoasiHble 3Ha-
Ku (Tabnuua 2).

3HaueHue nokasatensa PSNR 6onee 48 dB cBupetenb-
CTBYET O BbICOKOW CTEMEeHU COXPaHEHUA BU3YanbHOrO Ka-
yecTBa, UTO NoATBepXdaeTca napameTpom SSIM, yposeHb
KOTOpOro NpubnamxaeTca K eguHuLe.

Bmecte ¢ Tem npepgnoxeHHaA Mofenb MnoKasblBaeT
BeCbMa BbICOKYI0 TOYHOCTb AeTeKTUPOBaHWA BCeX TUMOB
danbcndurkauyun, ¢ napametpom F1-score cBbiwe 0,95 ana
BCeX KaTteropui (tTabnuua 3). Hambonbwas 3¢ dekTMBHOCTb
JOCTUrHyTa B oTHoweHun TexHonormu GAN-reHepaunn
banbcndrLMPOBaAHHBIX 0OGBEKTOB, YTO OCOOEHHO 3HAYMMO
B KOHTEKCTe COBPEMEHHbIX Knbepyrpos.

Kpome Toro, aBTopckasi KOHLEeNLUs 3aLmTbl UndpoBoro
MYNbTUMELUAHOTO KOHTEHTa OT panbcudukaLmm nokasana
KpaiiHe BbICOKYIO YCTOMUYMBOCTb K PacnpoCTPaHEHHbIM BY-
am 06paboTKM JaHHbIX, coXpaHAs 3GdeKTUBHOCTb AeTekK-
TUpoBaHUs ¢GanbcndrLMPOBAHHBIX 06bEKTOB Bbile 90%
JaXe Mpu 3HAUUTESIbHbIX UCKAXKEHUAX MYNbTUMEAUAHOTO
KOHTeHTa (Tabnuua 4). Hanbornbliee BAMAHUE OKa3blBaeT
obpe3Ka KOHTEHTa, YTO OOBACHSAETCS YaCTUYHOW noTepen
cTeraHorpadryeckux MapKkepoB NPy BbINOJHEHUN JAHHOWN
onepauuu.

CpaBHUWTeNbHbIM aHanu3 aBTOPCKOW mMogenu C cylue-
CTBYIOLLMMU PeLLeHNAMU MHPOPMALIMOHHOW 6e3onacHOCTU

Tabnuua 2.

CpaBHI/ITEHbeIVI aHanun3 Moaenen 3aWwnTbl AaHHbIX MO NOKa3aTeNAM KayeCTBa KOHTEHTa

ABTOpCKas mogenb 48,7 +0,3 0,992 £+ 0,001 0,94 +0,02 123+0,5 HeoTnnummo ot opurnHana
Classic LSB 421+0,5 0,945 +0,003 0,82 +0,03 18,7+0,8 3ameTHble apTedaKTbl
DCT-BopAHble 3HaKK 453+0,4 0,978 0,002 0,88 + 0,02 15,2+0,6 He3HauuTenbHble NcKakeHna
GAN-Stego 47,2+03 0,985 +0,002 0,91+0,02 13,8+0,5 [paKTuyecku He3ameTHo

McmoyHuk: pa3paboTaHo aBTOpamMu.

Tabnuua 3.

Pe3ynbTaThl 4eTEKTUPOBAHUSA Pa3NYHbIX TUMNOB hanbCcudrKaLmii C MTOMOLLbIO aBTOPCKON MoZenu

Tun dpanbcudukanmm AUC-ROC Bpemsa petekTnpoBaHua (mc)

DeepFakes 0,983 + 0,004 0,971+ 0,005 0,977 +0,003 0,995 +0,001 452+2,1
FaceSwap 0,974 + 0,005 0,968 + 0,006 0,971+ 0,004 0,989 + 0,002 387+18
GAN-reHepavys 0,991+ 0,003 0,985 + 0,004 0,988 + 0,002 0,998 + 0,001 523+24
PeTywwmnpoBaHue KoHTeHTa 0,962 + 0,006 0,954 + 0,007 0,958 + 0,005 0,981+ 0,003 335+15
KnonnpoBaHue KoHTeHTa 0,956 = 0,007 0,949 £ 0,008 0,952 £+ 0,006 0,976 = 0,004 298+1,3

WcmoyHuk: pa3paboTaHo aBTopamm
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Tabnuua 4.
YcToNUmMBOCTb METOAA 3aLUThI K Pa3fIMYHbIM BUaM
06pPabOTKM KOHTEHTA

YcnewHoctb
Tun obpabotkn | WuteHcmB- | Robustness |  Bit Error JIeTeKTH-
KOHTeHTa HOCTb Score Rate poBaHuA
KOHTeHTa, %
JPEG oxatue Q=70 0,98+0,01 | 0,02+0,01 98,2
- 0
Macurabuposa- | 50 %= | o o 002 |0,054002| 951
HUe KOHTEHTa 100 %
MoBopot + 5rpapycos | 0,93+0,03 | 0,07+0,03 93,4
[ayccoB wym 6=0,01 0,96 £0,02 | 0,04 +0,02 96,3
0
b4 10% 1 0012003 [009+003| 915
KOHTEHTA nnolaam
Koppexuna
APKOCTN U30- +20 % 0,97 0,02 | 0,03+0,02 97,0
OpaxeHuit

MlcmoyHuk: pa3paboTaHo aBTopamm.

NoATBEP)KAAET 3HaUMTeNIbHOE MPerMyLLECTBO NpeanoXKeH-
HOro meTofa no KJyeBbIM Nokasatenam 3GdeKTVBHOCTH.
OcobeHHO 3HauYVMbIM ABNAETCA MPEBOCXOACTBO B YCTON-
uMBOCTU K coBpeMeHHbIM GAN-aTakam, uto obycnosnmBaeT
afeKBaTHOCTb BbIOPaHHOro NoAXoAa COBPEMEHHbIM BbI30-
BaM LppoBoi anoxu (Tabnmua 5).

Tabnuua 5.
CpaBHUTENbHbIN aHaNN3 aBTOPCKON Moaenu
C CYLLECTBYIOLLVMM PeLIeHUAMN UHGOPMaLMOHHON

6e30mnacHOCT

ABTopckas Robust
TouHocTb AeTekTHpoO-
BaHNA panbcnduka- 98,7 95,2 93,8 91,5
unin, %
YcroiiumBocTb K JPEG
Q=50),% 96,5 89,3 85,7 82,1
PSNR (dB) 48,7 46,2 45,8 443
Bpems obpabotku () | 0,12 0,08 0,15 0,05
YcT0/iunBOCTH
K GAN-arakam, % 97,3 88,6 84,2 72,5
[nbKocTb HacTpoitku | Bobicokaa | CpeaHas | Huskaa Hu3kas

McmoyHuK: pa3paboTaHo aBTOpamMMu.

Pe3ynbTaTbl MHOrOGaKTOPHOIO AWNCNEPCUOHHOIO aHa-
N33 NOKa3bIBAKT CTaTUCTUYECKN 3HAUYMMOE BIUAHME BCEX
nccnepyembix GakTopoB Ha 3GPeKTUBHOCTb aBTOPCKON MO-
LEenw 3aluUTbl MyIbTYMEAUAHOTO KOHTEHTa OT danbcudrika-

umn (p < 0,001). BbicoKre 3HaYeHNA YaCTUUYHOIO KpuTepusa
N? YKa3bIBaOT Ha CyLLEeCTBEHHbIV BKIaZ NpesioXeHHo Mo-
LyNbHOV apXUTEKTYpbl B 06Lyt0 3GHEKTUBHOCTb CUCTEMDI
(tabnuua 6).
Tabnuua 6.
Pe3ynbTaTbl MHOropaKTOpPHOIro AUCNEPCMOHHOIO aHanm3a

. | Gatncru-
(akTop YacTuuHbiit
B F-cratuctuka | p-value coreoping| 16K

PUTERITIZ |\ owmocTs
ApxuTekTypa F(3,196) =
mozenu 4572 p <0,001 0,412 0,99
i danocaguea- | B4 1980=1 0 o001 | 0312 | 008
LMY KOHTEHTa 28,93
Ycnosus obpabor- | F(5,194) =
KV M306paeHuii 32,15 p<0,001 0,453 0,99
B3aumopeiicteue | F(12,187) =
hakTopos 18,47 p<0,001 0,542 0,97

WcmoyHuk: pa3paboTaHo aBTopamMu.

MNpoBeneHHasa oueHKa 3PPEKTMBHOCTU aBTOPCKON MO-
Jenu 3awutbl LUMdpPOBOro MyNbTUMEAUNHOIO KOHTEHTa
oT danbcudrKaLmm No3BoNAeT OTMETUTb, YTO NPeASIOKeH-
HbI MeTO AEMOHCTPUPYET yiyudlleHne TOYHOCTU AeTeKTU-
POBaAHMA UCKaXKeHUI 1 danbcudrKaumin Ha 7 % v ycTonum-
BOCTM K Knbepatakam Ha 15 % B OT/IMUMeE OT KNlacCUYeCKmx
NMOAXOLO0B, COXPAHAET BbICOKOE BM3yaJibHOE KauecTBO MyJlb-
TUMeANAHOTO KOHTeHTa. COOTBETCTBEHHO, MPUCYTCTBYET
BO3MOXHOCTb MPaKTUYeCKOro MpPUMEHEHNA aBTOPCKOM
Mozenun 3awutbl LMdpPoBOro MynbTUMEAUNHOTO KOHTEHTa
oT panbcmduKaLum B peanbHbIX CMCTEMAX MHOGOPMALUOH-
Hol 6e30mnacHOCTN.

BbiBoAbI

B pamkax fjlaHHOro nccnefoBaHua 6binn NpeacTaBeHbl
dbopmanbHas MOCTAaHOBKA 3afauW, apxXMTEKTypa MOZenu
3alWUTbl MyNBTMEAMIHOTO KOHTEHTa OT ¢danbcudrkaumu,
anroputm paboTbl aBTOPCKOro MeToAa Ha OCHOBE Nporpam-
MUpOBaHMA ¢asbl 3aWnUTbl 1 BepudrKaumuy JaHHbIX, MaTe-
MaTnyeckoe 060CHOBaHVE MOAENM, a TakKe UHHOBALNOH-
Hble acneKTbl NpeAsiaraemMoro peLleHus.

MpennoxeHHana aBTOpaMn MOAEeNb ABMAETCA aKTyaslb-
HbIM pelleHneM 3aluTbl UMGPOBOrO MyNbTUMELNNHOIO
KOHTEHTa, CoueTalollee TeopeTnyeckylo 0H60CHOBAHHOCTb
C NPaKTNYECKON MPUMEHMMOCTBIO KOHLEMLUK, @ TaKXKe Co-
OTBETCTBYlOLLEE COBPEMEHHbIM TPeOOBaHMAM K cUCTeMaM
NHPOPMaLMOHHON 6e30MacHOCTH.

OTpakeHbl pe3ynbTaTbl OLEeHKM 3PPeKTUBHOCTM pabo-
Tbl aBTOPCKOM MOZENN 3aLMTbl LUPPOBOro MynbTUMERNIA-
HOrO KOHTeHTa OT danbcupukauyun. boino BbIABIEHO, UTO
aBTOpCKas Mofesb 3aluUTbl LUdPOBOro MynbTUMEANAHOTO
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UHOOPMATUKA, BbIYUCITUTEJIDHAA TEXHUKA U YTIPABJIEHUE

KOHTEHTa OT danbcnduKaumm Ha ocHoBe cTeraHorpadum | 6GpasHo e€ Ncnonb3oBaThb B cMcTeMax obecrnedeHmns nHdop-
N TEXHONOMMUI WCKYCCTBEHHOTO WHTENIeKTa O6YC/IoB/leHa | MauMOHHOM 6e30nacHoCTy.
[JOCTaTOYHO BbICOKOW 3GPEKTUBHOCTHIO, MOSITOMY LiefIeCcoo-
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