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Summary. Convolutional neural networks represent one of the most
effective approaches to solving computer vision problems based
on the mathematical principles of local receptivity and hierarchical
representation of features. Mathematical modeling of convolutional
neural networks includes the formalization of convolution operations,
activation functions, optimization methods, and error backpropagation
algorithms. The research is based on the analysis of modern architectures
and theoretical approaches to the design of deep networks, including
methods of gradient optimization, regularization and adaptive learning
algorithms. The analysis showed that the effectiveness of convolutional
neural networks is determined by the ratio between the complexity
of the architecture and the quality of mathematical approximation of
objective functions, while the coefficient of determination for different
architectures varies from 0.78 to 0.94. Experimental data confirm
theoretical assumptions about an exponential increase in computational
complexity with increasing network depth according to the dependence
0(n2d), where n is the size of the input data, d is the depth of the
network. It has been found that the optimal ratio of the number of filters
to the size of the convolution core is 8:1 for architectures with a depth of
more than 50 layers. The theoretical analysis revealed the fundamental
limitations of existing approaches to ensuring interpretability of models
and resistance to adversarial attacks. The practical significance of the
research lies in the development of mathematical criteria for the selection
of architectural solutions and optimization strategies. The results open up
prospects for creating more efficient deep network learning algorithms
and theoretically substantiating the principles of designing next-
generation convolutional neural networks.
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BseaeHue

BEPTOUHbIE HENPOHHbIE CETU CTanu AOMUHUPYIOLLEN
napagurmon B 0611acTM KOMMbIOTEPHOFO 3peHus
6narogaps CnocobHOCTU aBTOMATUYECKN U3BReKaTb
nepapxmyeckne nprsHaku n3 BusyanbHbix gaHHbIX [1]. Ma-
TemMaTMyeckoe MoAennpoBaHMe CBEPTOYHbIX HENPOHHbIX
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Anromayus. (BEPTOYHbIE HepOHHbIE CeTU NPeACTABAAKT OAMH U3 Haubonee
3¢ deKTUBHbIX NOAX00B K PeLLEHN0 33,a4 KOMMbITEPHOTO 3peHNs, 0CHOBAH-
HbIil Ha MaTeMaTuyecKuX MPUHLMNAX 0KaNbHOIA PeLLeNTUBHOCTI U NepapXuye-
CKOrO NpefcTaBneHua NpusHakoB. MatemaTiueckoe mogenvpoBaHue cBépTou-
HbIX HeliPOHHbIX CeTeil BKNKYAeT Gopmanm3aLmio onepaumii cBEpTKI, GyHKLNIA
aKTUBALMI, METO/0B ONTUMM3ALIAM 1 ANrOPUTMOB 06PaTHOO pacnpocTpaHeHna
owwnbKu. Uccneposanme 6a3npyeTca Ha aHanv3e COBPEMEHHbIX apXUTEKTYp 1 Te-
OpeTUyecKnX NOAX0A0B K MPOEKTUPOBaHMIO FyBOKIX CeTeil, BKNKYAA MeToAbl
TPaAMEHTHOI ONTUMU3ALMM, PErynapu3aLmin u adanTuBHbIX anroputmMos 06-
yueHus. AHanu3 nokasan, uto IQPeKTUBHOCTb CBEPTOUHDBIX HEPOHHBIX CeTeil
onpeaenAeTca COOTHOLUEHNEM MEXAY CNOXKHOCTbIO aPXUTEKTYPbl U KauecTBOM
MaTeMaTuyeckoii annpoKCMMaLi LeneBbiX GYHKLIANA, Npu 3TOM Ko3duumMeHT
AeTepMUHALMN ANA PA3NNYHbIX apxuTekTyp Bapbupyetca ot 0,78 fo 0,94. Ikc-
nepuMeHTaNbHble JaHHble MOATBEPXKAAIOT TeopeTnyeckue NpeanonoKeHus
00 IKCMOHEHLMaNbHOM POCTe BbIYMCUTENBHOI CTIOMKHOCTU € YBENMYEHMEM Ty~
6OuHbI ceTn cornacHo 3aBucumocty O(nld), rae n — pa3mep BXOAHBIX AAHHbIX,
d — rny6buHa ceTi. YCTaHOBNEHO, UTO ONTUMANbHOE COOTHOLLIEHNE KONMYECTBa
duUnbTPOB K pa3mepy Aapa BEPTKYM coctasnAeT 8:1 Ana apxutekTyp rybuHoit
6onee 50 cnoéB. TeopeTinueckmit aHanu3 BblABUN (GyHAAMEHTANbHbIE OrpaHiye-
HUA CYLLECTBYIOLNX NOAXOA0B K 06ecneyeHio MHTEpNpeTUpyeMocTi Mogeneii
1 YCTORYMBOCTM K COCTA3ATENbHBIM aTakam. [pakTuyeckas 3HauumMoCTb nccne-
[LOBaHVA 3aKNioyaeTca B pa3paboTke MaTemaTuyeckinx Kputepues Ana Bbibopa
APXUTEKTYPHBIX PeLLeHUil 1 ONTUMIU3ALMOHHBIX CTpaTernii. PeynbTatbl OTKpbI-
BAIOT NEPCNeKTUBbI ANA C03AaHMA Bonee IQPeKTUBHBIX aNrOPUTMOB 00yueHUsA
rnyboKuX ceTeli U TeOPETMYECKOro 060CHOBAHMA NPUHLMMOB NPOEKTUPOBAHMA
(BEPTOYHDBIX HElPOHHbIX CeTeit CieyIoLLero NOKOJEHMA.

Kntouesble ¢106a: CBEPTOUHbIE HEliPOHHbIE CETI, MaTeMaTYeCKoe MOJENMPO-
BaHUe, rPajMeHTHaA ONTUMU3ALNA, TEOPUA aNNPOKCMALIMY, UHTEpRpeTpYe-
MOCTb, apXUTEKTYPHblIi An3aiiH, rnybokoe obyueHue.

ceTell TpebyeT KOMMNEKCHOrO noaxofa, obbeamnHawoLlwero
Teopuro GYHKUMOHANbHOIO aHanu3a, MeToAbl OnTMMM3a-
LUnn 1 ctatuctuyeckoe obyueHne [2]. CoBpemMeHHble apxu-
TEKTYpPbl AEMOHCTPUPYIOT BblAalowmeca pesynbraTtbl B 3a-
Javax Knaccudukaumm, Aocturaa TOYHOCTM cBbiwe 90 %
Ha CTaHZAPTHbIX STASIOHHbIX TECTAX, OfHAKO TeopeTnYecKme
OCHOBbI 1X 3GPEKTUBHOCTA OCTAlOTCA HEefOCTaTOYHO U3-
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yuyeHHbIMK [3]. DyHJaMeHTanbHble NPUHLMMbI CBEPTOYHbIX
HEMPOHHbIX CETEN OCHOBbLIBAIOTCA HA KOHLENUUW NIOKasnb-
HbIX peLenTUBHbIX NOMen, BNepBble ONUCAHHON B KOHTEK-
CcTe OMONOrnMYecKnUX HEMPOHHbIX CEeTel, K MaTemMaTUUecKn
dbopManm3oBaHHON Yepes onepaunn AUCKPETHON CBEPTKM
[4]. Pa3BnTne apxuteKkTyp oT LeNet go coBpemeHHbix ResNet
N TpaHcpopmep-Mofeneit oTpaxKaeT 3BOMOLMI0 MaTeMaTu-
YeCKNX MOAXOLO0B K MOZENMPOBAHNUIO CIOXKHbBIX HEIMHEN-
HbIX 3aBUCUMOCTEN B MHOTOMEPHbIX AaHHbIX [5]. Beiuncnnm-
TenibHaA 3PpPeKTUBHOCTb CBEPTOYHbLIX HEMPOHHbIX CeTel
obecneurBaeTCca 3a CUET pasfiefieHNsi BECOB U JIOKANIbHOCTY
CBA3EN, YTO MaTeMATUYECKM SKBUBANIEHTHO MPUMEHEHNUIO
ornepaTopoB CBEPTKM C OrpaHMUYEHHbIM HocuTenem [6]. On-
TUMM3aLNOHHbIE afITOPUTMBbI, UCMOMNb3yeMble ANA 06yyeHnA
CBEPTOUHbIX HEMPOHHBIX CeTel, NPeACTaBsT cObol CTo-
XacTnyecKkme BapuaHTbl rpafMieHTHOro Crycka, agantupo-
BaHHble AN1A paboTbl C BbICOKOPA3MePHbIMU HEBbIMYKIIbIMY
byHKUmMAMK noteps [7].

Kputnuecknii aHann3 nutepaTypbl BblABNAET HECKOJb-
KO KIOYeBbIX HanpaBneHWl pPa3BUTUA MaTeMaTMUYeCKoro
MOJeNMpoBaHNA CBEPTOUHbBIX HEMPOHHbIX CeTel, BKoYvas
COBEPLUEHCTBOBAHNE apPXUTEKTYPHbIX MPUHLAMNOB, pas-
paboTky 6onee 3dPpeKTUBHbIX anropuTMOB ONTUMU3ALUN
N co3faHne TeoOpeTUYECKNX OCHOB AN1A MHTepnpeTaLum no-
BefeHuA rnybokumx ceteln [8]. CoBpeMeHHble CCnefoBaHmus
bOKYCUPYIOTCA Ha MOHMMaHUN PO FYOVIHbI APXUTEKTYPbI
B popmMMpoBaHMM NpefCcTaBNeHnlA, NPU 3TOM TeopeTuye-
CKMe paboTbl MOKa3bIBAIOT, UTO IKCMPECCMBHOCTb CETU pa-
CTET IKCNOHEHUManbHO C yBenmyeHnem ymcna cnoés [9].
MaTtematnyeckne momenu QyHKLUA akKTMBaLUU 3BOJOLM-
OHMPOBaNV OT NPOCTbIX CUrMoUAanbHbIX GYHKLUMI K 6onee
CJIOXKHbIM KOHCTpYKUuMAM Tvna RelLU u ero BapraHTOB, 06e-
creymBaoLWmx Nyyine rpagrueHTHbole ceorictsa [10]. Teopua
YH/BEpPCaibHOWM annpoKCUmaLum onia CBEPTOYHbIX HENPOH-
HbIX CETEN AEMOHCTPUPYET, YTO NPU JOCTAaTOYHON LWNPUHE
N rnybrHe Takue ceTu CrocobHbI annpoKCMMUPOBATh Jito-
6yto HenpepbiBHYO GYHKLMIO C 3afi@aHHON TOUHOCTbIO [11].
CroxacTmyeckne MeTofbl obGyyeHus, BKIOYasA pasfnyHble
BapUaHTbl CTOXaCTMYECKOro rpafgueHTHoro cnycka, Adam
n RMSprop, npefcTtaBnaT cobort KOMIPOMUCC MeXAY Bbl-
yncnuTenbHoM 3GpEKTMBHOCTBIO 1 KAUECTBOM CXOANMOCTY
K rno6anbHOMy MUHUMYMY [12].

TepMurHONOrMyeckass HEOAHO3HAYHOCTb B 06MacTu Ma-
TEMATMYECKOro MOAEeNNPOBaHNA CBEPTOUHBIX HEMPOHHbIX
ceTel NPOABNAETCA B Pa3fINYHbIX ONPeAeNeHUAX KNoYeBbIX
NOHATUI. MOHATUE «FNYOVHbI» CETU HTEPMPETUPYETCS Kak
o6Lee KONMMUecTBO C/IOEB, KONMYECTBO CBEPTOUHBIX CIO-
és nnun 3¢pdeKTMBHaAA BbluMCUTeNbHAA rMybrnHa C yYéTom
OCTaTOYHbIX COoefuHEeHUN. TepMUH «peLenTUBHOe mnone»
NCMosb3yeTca Kak Ana onyMcaHunA NokKanbHoM 06nacTy BXoA-
HbIX JaHHbIX, BINAIOWEN Ha OTAENbHbIN HEMPOH, Tak 1 AnA
XapaKTEPUCTUKN 3PPEeKTUBHOI 06MaCTU BAMAHMA Ha BbIXO-
ne Bcen ceTu. «OYyHKLMNA aKTMBaLUN» MOXKET OTHOCUTbCA Kak
K MO3/IEMEHTHbIM HeJIHEHbIM NPeobpa3oBaHMAM, TaK U K

6oree CNOXKHbIM MexaH3MaM BHUMAHWA 1 CTPOOUpPOBaHNUA.
B paHHol paboTe nog rnybrHON MOHUMAETCA KONIMYECTBO
nocnefoBaTenibHbIX ClI0EB C 0OyyaeMbiMU MapameTpamu,
peuenTBHOE Nosie onpefenaeTca Kak obrnacTb BXOAHOro
NPOCTPAHCTBA, MaTEMATMUECKM BAUSIOWAA Ha aKTUBALMIO
KOHKPETHOro HelpoHa, a GyHKLMA aKTMBaLUM TpaKTyeTcaA
Kak guddepeHumnpyemoe HeNlvHelHoe OTobpaXkeHue, Npu-
MeHsAeMOoe K IMHENHOM KOMOMHALNN BXOAOB HENpPOHa.

AHanu3 coBpemeHHON nuTepaTypbl BblABAAET YeTbipe
OCHOBHbIX HepeLLEHHbIX BOMPOCa B MaTeMaTUYEeCKOM MO-
LennpoBaHUN CBEPTOUHbIX HEMPOHHbIX ceTel. [lepBbiii
KacaetcA OTCYTCTBUA CTPOrMX TEOPETUYECKUX FapaHTUi
CXOAMMOCTM CTOXaCTUYECKMX aNiropUTMOB OMTUMK3aLUN
B HEBbIMYKNOM CJlyyae, YTO KPUTMYECKN BaXHO ANA MOHU-
MaHus npouecca obyueHusa rybokux ceteit [13]. Bropon
BOMPOC CBA3aH C MPO6ieMOn MHTEPNPETUPYEMOCTU: He-
CMOTPA Ha BbICOKYID TOYHOCTb, CBEPTOYHbIE HEWPOHHbIE
CeTU OCTAlOTCA «YEPHBIMU ALLMKAMUY», YTO OrPaHNYMBAET MX
NPUMeHEHNE B KPUTUYECKM BaxkHbIX obnacTtsax [14]. TpeTba
npo6bnema 3ak/y4aeTcs B HeJOCTaTOYHOM MOHUMaHWY CBA-
31 MeXAy apXMTEKTYPHbIMU NapameTpamu 1 obobLatoLlen
CNOCOGHOCTBIO MOAENN, YTO NPEnATCTBYET NPUHUUNVANb-
HOMY MpoeKTMpPOBaHWMio cetelr [15]. YeTBEPTbIN OTKPLITLIN
BOMPOC KacaeTcss MaTeEMATUYeCKoro 060CHOBAHMA YCTON-
UMBOCTU CBEPTOUHBIX HEMPOHHBIX CETEN K COCTA3aTeSIbHbIM
aTakam 1 pa3paboTky GpopMasibHbIX METOLOB BepubUKaLmm
HEeNPOHHbIX ceTen [16].

AKTyanbHOCTb [aHHOro wucciefoBaHua oOycrioBneHa
HeobXOAUMOCTbIO CO34aHUA CTPOroM MaTeEMaTNYECKOW TeOo-
PV CBEPTOUHbBIX HEMPOHHbIX CETEN, CNOCOOHOI 0OBACHUTD
SMNUPUYECKINI YCeX STUX MOAeNen N NpeaoCcTaBUTb NPUH-
UunvanbHble PYKOBOASALLME MPUHUUMBLI s pa3paboTku
6onee 3pdEKTUBHBIX apXUTEKTYP. YHMKaNbHOCTb noaxopa
3aK/II0YaeTCA B CUCTEMHOM aHanm3e matemaThyecKnx oc-
HOB CBEPTOYHbIX HEMPOHHbIX CETEN OT onepaunoHaNbHOro
YPOBHA [0 apXWUTEKTYPHbIX MPUHLUMMOB, OObeMHAOLEM
TeopeTnyeckue pesynbTatbl GYHKUMOHANBHOTO aHasnm3a
C MPAKTUYECKMMU anropUTMUYECKUMI pelleHnamm. Hosus-
Ha paboTbl COCTOMT B popManm3aLmm KpuTepres onTrMarb-
HOCTU apXMTEKTYPHbIX PelleHni yepe3s maTeMaThyeckue
VNHBApPWaHTbl U pa3paboTke TEOPETUUECKOW CTPYKTYPbI Ans
aHanM3a KOMMPOMICCOB MEX[Y BblPa3UTENbHOCTbIO Mofe-
NN 1 BIYNCTINTENBHOMN 3OPEKTUBHOCTbIO.

MeToAbl

NccnepoBaHne MaTemaTMyeCcKmMx OCHOB CBEPTOYHbIX
HEeNPOHHbIX ceTell 6a3MpyeTcss Ha KOMMIEKCHOM Teope-
TUKO-aHaNUTNYeCcKkoM noaxode, obbefuHAWEM MeToAbl
bYHKUMOHANBbHOTO aHanv3a, Teopun ONTUMKU3aLUN U CTa-
TUCTUYeCcKoro obyuyeHus. Bbibop metogonorum obycnos-
neH HeobXOANMOCTbIO CTPOFOro MaTeMaTNYeCcKoro aHanmsa
onepauuin CBEPTKU KaK NMHENHbIX GYHKLMOHANoB B Npo-
cTpaHcTBax Cobonesa v MccnefoBaHNA CXOAUMOCTU rpa-
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OVEHTHbIX anropyTMOB B HEBbIMYK/bIX ONTUMM3aLMOHHbBIX
3agavax [17]. TeopeTnyecKkmni aHann3 apxXmMTeKTypPHbIX NPUH-
LMMNOB MPOBOAWIICA C MCMONb30BaHUEM arnnapaTta Teopuu
rpadoB Ana MOAENMPOBaHUA TOMOJIOTY CETEN N MeToA0B
CNeKTPasibHOro aHanus3a Ana UccnefoBaHUA CBOWCTB BECO-
BbIx MaTpuy [18]. MaTemaTnyeckoe mofenmpoBaHue npo-
Lecca obyuyeHVA OCYLLEeCTBRANOCL Yepe3 dopmanusaLuio
cToxacTmyecknx anddepeHUmanbHbIX YPaBHEHNIA, ONKChI-
BalOLWMX ANHAMUKY MapamMeTpoB B NpoLecce rpafieHTHON
onTummsauum [19].

OMNUpUYEecKas KOMMOHEHTa UCCIeAoBaHUs BKIoYasna
aHanmM3 npou3BOAUTENBbHOCTU 15 COBPEMEHHbIX apXUTEK-
TYp CBEPTOUHbIX HEMPOHHbIX CeTel Ha CTaHAAPTU3NPOBaH-
HbIX Habopax aaHHbIX ImageNet, CIFAR-10 u MNIST, o6yuen-
HbIX B NMeprog C AHBapA Mo aekabpb 2024 roga. Boibopka
apXUTEKTYp OxBaTbiBana Knaccuyeckue mopenu (LeNet-5,
AlexNet, VGG), octatouHble cetn (ResNet-50, ResNet-101,
ResNet-152), addekTmBHble apxuTekTypbl (MobileNet,
EfficientNet) u rubpugHole mogenu (ConvNeXt, Swin
Transformer). Kprutepun BKnoueHUs:: ny6nnyHas [ocTyn-
HOCTb NpefoOyYeHHbIX Mofesie, JOKYMEHTVPOBAHHAA ap-
XWUTEKTYpa, pe3y/bTaTbl HA CTaHAAPTHbBIX 3TaIOHHbIX TECTAX.
Kputepum ncknioueHms: skcnepumeHTanbHble apXUTEKTYpbl
6e3 peLieH3npyembIx NyONNKaLUi, MOLeNN C HELOKYMEHTH-
POBAHHBIMU FTUMNeprapameTpamMy, Crneumann3mpoBaHHble
CEeTV 4151 KOHKPETHBIX [JIOMEHOB.

AHanun3s BbIYNCIINTENBHOW CJIOXHOCTN NPOBOAWNCA C UC-
MoJSIb30BaHMEM TEOPETUUYECKMX OLIEHOK KOnmyecTBa ore-
pauuii C nnaeatoLwert TOYKOM 1 IMIUPUYECKNX N3MEPEHUN
BPEMEeH BbINMOJIHEHMA Ha CTaHAAPTM3UPOBaHHOM O6OopY-
poBaHun NVIDIA A100. Matematrnyeckoe MOLeNMpoBaHme
ornepaunn CBEPTKM OCYLLEeCTBAANOCbL 4Yepe3 [eKOMMNOo3u-
LU0 Ha 3NeMeHTapHble apudmeTnyeckne onepauvmm c no-
cnepyoWUM acMMATOTUYECKUM aHanu3oMm. MccnegosaHue
CBONCTB GYHKLUMI NOTepb BKIOYANo aHanu3 matpuubl lec-
Ce 1 CneKTpasbHbIX XapaKTePUCTUK B KPUTUYECKNX TOUKaX
C UCMONb30BaHNEM METOLOB C/TyYallHOrO MaTPUYHOIO aHa-
nu3a. OueHka o6obLatolennt cnocobHOCTU NpoBoAuIach
yepes TeopeTUYecKmne rpaHnLbl ana paspbia 0606LWeHNA
C npuvmeHeHnem nogxofda PAC-Baneca m smnupuyeckomn
cnoxHoctn Pagemaxepa.

Cratnctnyecknin aHann3 3GGEKTUBHOCTU apXMTEKTYpP
6a3npoBanca Ha MHOropakTOPHOM AUCMEPCMOHHOM aHa-
nuse ¢ dakTopamu rybmHbI CeTU, KONMYecTBa NapaMeTpoB,
TNA QYHKLUUIA aKTUBALMMN U APXUTEKTYPHBIX OCOBEHHOCTEN.
KoppenAunoHHbI aHanu3 NpUMeHANCA Aa BblABNEHUA 3a-
BMCUMOCTEN MeXOy apXMTEKTYPHbIMU NapameTpamu 1 me-
TPUKamMn NPor3BOAUTENbHOCTU. PerpeccMoHHoe mopenu-
pOBaHMe NCNOJIb30BANOCh A MOCTPOEHUA NPeaNKTUBHbBIX
Mogenel NPON3BOAUTENIbBHOCTU HA OCHOBE apXUTEKTYPHbIX
XapaKTEPUCTUK. BpemeHHble pAgbl METPUK 0OyuyeHUs aHa-
NU3NPOBANNCb C MPUMEHEHNEM METOLOB CMeKTPasibHOro
aHanv3a 1 BenBneT-npeobpasoBaHNin AnA BbiABIEHUA Me-
pUoAMNYECKNX NMAaTTEPHOB B VIHAMUKE CXOANMOCTM.

Pe3yAbTaTbl UCCAAOBaHNS

OyHOaMeHTanbHbI  aHanu3 MaTemMaTUYeCcKMx OCHOB
CBEPTOYUHbIX HEMPOHHbIX CeTel BbIABW KIOUYEBble 3aKo-
HOMEPHOCTM B COOTHOLLUEHUN MeXAY apXUTeKTypPHbIMMK Ma-
pameTpamn 1 NPOU3BOAUTENBHOCTLIO Mopenel. TeopeTu-
yeckoe UcciefoBaHMe onepauuin CBEPTKU Kak JIMHENHbIX
byHKLMOHANoB Nokasasno, YTo 3GPeKTUBHOCTb M3BIeUEHNA
NPU3HaKOB OMpefenAeTca CrneKkTpanbHbIMXA CBOWCTBaMMU
Afep CBEPTKM 1 UX CMOCOOHOCTbIO K EKOMMO3ML MU MHOTO-
MEPHbIX CMTHaNIOB Ha 6a3ncHble KOMMOHeHTbl. MaTemaTu-
Yyeckuin aHanm3 npotecca obyyeHus rnyboKnx cetein npo-
[EMOHCTPMPOBaN KPUTUYECKYID POJb  UHULManu3aumm
BeCOB B pOpMMpPOBaHMM TPaeKToprm ONTUMU3ALMMN N UTO-
roBOro KauyectBa MOAENU. JKCMeprMeHTanbHaa Banupa-
LnA TeopeTnyeckmx NpeacKasaHunin NOATBEPAKIA Hanuume
$a3oBbIX NepexofoB B MOBEAEHUN CETU MPU AOCTUNKEHNN
onpeaenéHHbIX NOPOroBbIX 3HAYEHWUI FYOUHbI U LUNPUHBI
apXuUTEKTYpbl. KOMMAeKCHbIM aHann3 15 coBpeMeHHbIX ap-
XUTEKTYP CBEPTOUHbBIX HEMPOHHbIX CETEN Ha MHOXeCTBEH-
HbIX 3TaJIOHHbIX TeCTax BbIABUA HENMHEHbIE 3aBUCMMOCTH
MeXJY CNTOKHOCTbIO MoZenn 1 eé o6o6LuatoLLen crocobHo-
CTblO, XapaKTepu3yloLmeca Haamunem onTUManbHbIX TOYEK
B MHOrOMEPHOM NPOCTPAHCTBE rnnepnapameTpoB.

Pe3ynbTaTbl aHanu3a MOKa3blBAKT BbIPAaXKEHHYIO He-
NINHENHYIO 3aBUCMMOCTb MEXAY apPXUTEKTYPHOWN CIIOMKHO-
CTbl0 U NpPOV3BOAUTENbHOCTbIO Mopenei. KoadduumeHTt
Koppenauun MrupcoHa mMexpay KOonMyecTBOM MapameTpoB
1 TOUYHOCTbIO cocTtaBun r = 0,73 (p < 0,001), uto yKasbiBaeT
Ha CTaTUCTMYECKU 3HauYMMYylo, HO He abCOMTHYI0 CBA3b.
Bonee peTanbHbI aHanM3 BbIABUII HaliMUMe «TOUYEK Hacbl-
LeHUA», rae ganbHeree yBennmyeHre CNoXHOCTA Mogenm
He MPVBOAUT K MPOMOPLMOHANIbHOMY POCTY NMPOU3BOAU-
TeNIbHOCTU. APXUTEKTYPbl C OCTaTOYHbIMU COEAVNHEHUAMMU
LEMOHCTPMPOBANN MPEBOCXOAHYI MaclWwTabrpyemocTb,
YTO MaTeMaTUYeCK/ 0O bACHAETCA YNyULEeHHbIMN FPaNeHT-
HbIMV CBOWCTBAMM 1 CMATYEHMEM NpPOobIeMbl 3aTyXatloLmxX
rpagveHToB.

AHanus BbluMCINTENBHON 3GOEKTUBHOCTY BbIABUN GYH-
JaMeHTanbHble KOMNPOMUCCbl MeXAy TOYHOCTbIO MOAENw,
BbIYMCAUTENbHBIMY TPeBOBaHMAMYM 1 CKOPOCTbIO BbIBOAA.
MobileNet-v2 n EfficientNet-BO gemoHcTpupytoT onTrMasb-
HOe COOTHOLLEHME TOYHOCTM K BblUNCIIUTENIbHOWN CIIOXKHO-
CTW, YTO JOCTUraeTcA 3a CYET apXMTEKTYPHbIX MHHOBALWN,
BK/IOYasA pasfenumble Mo rnybrHe CBEPTKM 1 ONTUMMK3a-
LIN0 apXUTEKTYPbl HEMPOHHbIX ceTel. TpaANLIMOHHbIE apXu-
TekTypbl Tvna ResNet noka3sbiBatoT IMHEHOe MacLUTabupo-
BaHMe BbIYUCIIUTENBHON CNOXHOCTH C rTy6UHON, B TO Bpems
Kak coBpeMeHHble 3 HEKTUBHbBIE APXUTEKTYPbI AEMOHCTPU-
pytoT cyOKBapaTUYHbIN pocT 6narogapa oNTUMMU3NPOBaH-
HbIM onepaLuaAMm.

Tononornyeckun aHanus oyHKUUA NOTepb AEMOH-
CTPUPYET KPUTUYECKME pPa3NnuMa B OMNTMMM3ALMOHHbIX
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Tabnuua 1.

ApPXUTEKTYPHbBIE XapPaKTePUCTUKN 1 MPON3BOANTENIbHOCTb MOAENEl CBEPTOUHbIX HEMPOHHBIX CeTel

Apxutektypa Onepauuu (mnpg) | Tounocts ImageNet (%) | Bpema obyuenua (u)

LeNet-5 0,06 0,005 28x28

AlexNet 8 62,4 15 56,5 12,3 227x227
VGG-16 16 138,4 15,5 71,6 48,7 224x224
VGG-19 19 143,7 19,6 72,4 52,1 224x224
ResNet-50 50 25,6 41 76,2 28,5 224x224
ResNet-101 101 445 7.8 774 45,2 224x224
ResNet-152 152 60,2 11,6 783 62,8 224x224
DenseNet-121 121 8,0 29 74,4 35,6 224x224
MobileNet-v2 53 34 03 71,8 18,7 224x224
EfficientNet-B0 29 53 0,4 771 2,1 224x224
EfficientNet-B7 102 66,3 37,0 843 156,4 600x600
ConvNeXt-T 28 28,6 45 82,1 453 224x224
Swin-T 32 283 45 813 4.8 224x224
Vision Transformer 12 86,6 17,6 719 78,2 384x384
RegNet-Y-800MF 17 6,3 0,8 76,3 19,4 224x224

Tabnuua 2.

AHann3 BblUNCINTENbHON 3GHEKTUBHOCTU apXUTEKTYP CBEPTOUHBIX HEMPOHHbIX CeTel

Metpuka 3¢pdekTUBHOCTH ResNet-50 EfficientNet-B0 MobileNet-v2 ConvNeXt-T

TouHocTb/Mapamerp (x 10 5 14,55 21,12 2,87

Touxoctb/Onepauua (x10~) 18,59 192,75 239,33 18,24 18,07
MponyckHad cnocobHoCTb (M306paxenmii/c) 1247 2156 3421 1089 1134
JHepronotpebnenme (BT) 185,3 98,7 67,2 203,4 197,8
Mamstb GPU (Tb) 8,4 3,2 2,1 9,7 9,2

3agepxka (Mc) 12,4 8,7 53 14,1 13,8

naHgwadTax pasnnyHbIx apxuTekTyp. VGG-apXuteKTypbl
XapakTepr3ylTca HaubONbLUUM KONMYECTBOM NOKaNbHbIX
MUHUMYMOB 1 XYOLWUMW CMEKTPaNibHbIMU CBONCTBaMM Ma-
Tpuubl Tecce, UTo O6BACHAEGT MX CNOXKHOCTb B OOyuYeHUU
N CKNOHHOCTb K NepeobyyeHunto. COBpeMeHHble apXUTEKTY-
pbl C OCTAaTOYHbIMY COEAUHEHMAMN [EMOHCTPUPYIOT 3HAUU-
TeNIbHO YJyUlleHHble MaTeMaTUYecKue CBOMCTBA QyHKLUIA
noTepb, BKOUYasa MeHbLUMEe Yncia oOyCIOBNEHHOCTM 1 yy-
LUMe KOHCTaHTbI JTunwuua, 4To TeopeTUYeckn 060CHOBbIBa-
€T VX NPEeBOCXOAHbIe CBOMCTBA CXOANMOCTHU.

CpaBHVITEJ'IbeIVI aHain3 aJiropnTtMoB ONTUMM3aL N Bbl-
ABUT NpUHUMNManbHble pPa3nnyna B CKOPOCTU CXOAMMO-

CTU 1 GMHANbHOM KauecTBe Moaenu. AganTuBHbIE METOAbI
(Adam, AdamW, LAMB) peMOHCTpUPYIOT MPEeBOCXOAHYIO
CKOPOCTb CXOAVMOCTU MO CPABHEHMIO C KNTACCMYECKMM CTO-
XaCTUYeCKMM rpajMeHTHbIM CYCKOM, [OCTMIasa CONoCTaBu-
MOW nnun npeBocxopsaLlleit GUHaNbHON TOYHOCTU 3a Cylle-
CTBEHHO MeHbllee KonmyecTso 3nox. Ontummsatop Lion
nokasan HawmnyJdwme pesynbTaTbl MO BCEM MeTpMKaMm, YTO
06bACHAERTCA ero ynyyweHHbIMU afanTUBHbIMU CBOWNCTBA-
MU 1 Ty4wiM 6aiaHCoM MeXxay UCCiefloBaHNEM U SKCITy-
aTauuen B NPOCTPAHCTBE NapamMeTpPOB.

AHanun3 CBONCTB 0606LEHNA CBEPTOUHbBIX HENPOHHbIX
ceTell [EMOHCTPUPYET 3HAUWTENbHbIE PA3MUMA Mexay
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Tabnuua 3.
MaTtemaTryeckune xapakTepucTuky GyHKLMIN noTepb
CBEPTOYHbIX HEMPOHHbIX ceTel

Konuuecteo | Yucno (Cnex- Kot Mapa-

Tpanb- MeTp
(TaHTa
TnafKo-

Nunwvua
paauyc cm

NOKanbHbIX | 0bycnoB-

ApxutekTypa )
MUHUMY- | eHHOCTW | Hblii

MOB [eccnana

ResNet-50 1,24x10° | 8473 0,89 2,73 0,42

EfficientNet-B0 | 3,67x10° | 234,7 0,76 1,89 0,38

VGG-16 287x107 | 2341, 0,95 4,12 0,61

DenseNet-121 | 8,91x10° 567,8 0,82 2,31 0,45

ConvNeXt-T 453x10° | 2984 0,73 1,97 0,36

Tabnuua 4.
AHann3 rpagUeHTHON AUHAMUKIN I CXOQUMOCTY
anropuTMOB ONTUMK3ALUN

Ou- (Tabunb-
Anroputm | CkopocTb HaMnbHas HOCTb
onTuMm3aLum | 0byueHus TOYHOCTb | rpajueH-
() TOB
(roxactu-
dedn 1 g1 09 156 | 754 073
rpagueHTHbIiA
cnycK
B1=0191
Adam 0,001 B,=0999 87 76,8 0,89
Bl=0191
AdamW 0,001 B,=0999 92 77,2 0,91
RMSprop 0,01 - 134 75,9 0,31
Bl=0191
LAMB 0,002 B,=0999 78 77,5 0,94
. B1=0191
Lion 0,0001 B,=099 69 77,8 0,96

TEOPEeTUYECKMUN FpaHMLaMK U SMAMPUYECKN Habnoaae-
MbIM pa3pblBOM 0606LleHnA. Bce coBpemeHHble apxuTek-
TYpPbl MOKa3blBalOT SMMNUPUYECKNI Pa3pbliB CyLECTBEHHO
MEHbLUNI TEOPETUYECKNX MPEeACKasaHuid, 4To yKasblBaeT
Ha HanMuMe HEYUYTEHHbIX B TEKYLLEN TEOPUN MEXAHU3MOB
perynapusauun. EfficientNet n MobileNet apxuTekTypbl ge-
MOHCTPUPYIOT Haunyywre cBONCTBa 0006LEeHNA Kak B Te-
OpeTMYECKOM, TaK 1 B SMMUPUUYECKOM aHaNN3e, YTo 06bAC-
HAETCA MX OMTVMU3MPOBAHHON apPXUTEKTYPON N MEHbLIVM
KONMMYeCTBOM NapameTpoB.

WccnenoBaHne  MHTEPNPETMPYEMOCTM  CBEPTOYHbIX
HEeMPOHHbIX CeTell BbIABUMO 3aBUCALLME OT apXUTEKTYpbl
pasnuuMa B KauyecTBe KapT aTtpubyumm n CTabunbHOCTY

o6bAcHeHnin. ConvNeXt n EfficientNet apxutekTypbl fEMOH-
CTPUPYIOT NPEBOCXOAHYI MHTEPNPETUPYEMOCTb MO BCEM
aHanu3MpyemMbiM METPUKaM, YTO CBA3AHO C UX bonee CTpykK-
TYPUPOBAHHbBIM NMPOLIECCOM OOYUEHNsA MPU3HAKOB 1 TyULIN-
MUK CBOMCTBaMM niokanmsaumun. VGG apxuteKkTypbl NOKasbl-
BalOT HauXyglume pe3ynbTaTbl MHTEPNpPeTUpyeMocTu, YTo
obbAcHAETCA X bosiee «pacnpenenéHHbIM» NPeaCcTaBleHN-
€M 1 OTCYTCTBUEM ABHbIX MEXaHN3MOB BHMMaHKA.

AHanm3 yCcTOMUYMBOCTUN K COCTA3aTENbHbIM BO3L4ENCTBU-
AM MOKa3blBaeT KpUTUYECKNE YA3BMMOCTU BCEX UCCNefo-
BaHHbIX apXMUTEKTYP K pa3nunyHbiM Tunam atak. ConvNeXt
APXUTEKTYPA OEMOHCTPUPYET Hauyyllyl YCTOMUYMBOCTb
K cocTA3aTesIbHbIM BO3MYLLEHMAM, YTO MOXET ObITb CBA3AHO
C eé rmbpuaHol npuponon 1 6onee ycToMuMBbIMA Npes-
CcTaBneHAMN NpusHakoB. VGG apXUTEKTYpbl NOKa3biBaloT
HaVXyALLYI YCTOMUYMBOCTDb, MOATBEPXKAAA UX OOLLYIO YA3BU-
MOCTb K Pa3/fIniHbIM TUMNaM BO3MYLLEHWI BXOAHbIX AaHHbIX.
KomnneKcHbIN CTaTUCTUYECKNA aHann3 BbIABU KITOYeBble
3aKOHOMEPHOCTM B COOTHOLUEHUW apXUTEKTYPHbIX Mapa-
MEeTPOB 1 MPON3BOAUTENIbHOCTU CBEPTOUHbIX HENPOHHbIX
ceTeil. MHOXKeCTBEHHbIN perpeccnoHHbir aHanum3 (Rl = 0,89,
p< 0,001) nokasarn, 4To Hambosnee 3HaYMMbIMU NPEeANKTOPa-
MM TOYHOCTM MOZEeNU ABNAOTCA 3PdeKTMBHAA rybuHa cetu
(3 = 0,42), KONMYEeCTBO OCTATOUHbIX coeguHeHun (B = 0,31)
1 TMn Hopmanusauun (B = 0,27). KoppenaumoHHbIn aHanm3
BbIABU/T CWJIbHYIO OTPULATENBHYK KOpPenauuio Mexay
YCTONYMBOCTbIO K COCTA3aTeNbHbIM aTakaM M CTaHAAPTHOW
TOYHOCTbIO (r = -0,78), uTo NoaTBepKAaeT GyHHaMeHTanb-
HbIl KOMNPOMUCC MeXAy STUMN XapakTepuctukamu. Qak-
TOPHbIV aHaNIM3 APXUTEKTYPHbIX OCOGEHHOCTEN V3BIIEK TPU
OCHOBHbIX PpaKTopa, 00bACHAWMX 73 % Ancnepcun B npo-
N3BOAUTENBHOCTU: «apPXUTEKTYPHaA CNOXHOCTb», «3ddeK-
TUBHOCTb ONTUMM3ALNN» U «Bblpa3nTeSibHasA MOLHOCTb.

3aKkAlo4eHve

MNpoBenéHHOE UCCefoBaHME MaTeMATUYECKUX OCHOB
CBEPTOUHbIX HEMPOHHbIX CeTel NPOAEMOHCTPUPOBAO GyH-
JaMeHTalbHble 3aKOHOMEPHOCTU B COOTHOLUEHUN MeXay
APXMTEKTYPHBIMX MapameTpaMu 1 NPOV3BOAUTENIbHOCTLIO
mMopenen. YCTaHOBNEHO, YTO 3PdEeKTUBHOCTb CBEPTOUHbIX
HENPOHHbIX CeTell onpefenaeTca HeMHENHON 3aBUCMMO-
CTblO OT INYyO6MHbI APXUTEKTYPbI C ONTMMaNbHbIMK 3HaYEHU-
AMN B AmanasoHe 50-100 cnoés ansa 6onblIMHCTBA 3aday
KOMMbIOTEPHOrO 3pPEHUA. IJKCNEpPUMEHTaNIbHble [aHHble
NMOATBEPAVAN TeopeTnyeckue npepckasaHua 06 3dKcro-
HeHLMaNbHOM POCTE BbIYNCIIUTENIbHOWM CIIOXKHOCTU Cornac-
Ho 3aBucumoct O(nld), Npyn 3ToM coBpeMeHHble 3ddek-
TUBHbIE APXUTEKTYPbl AEMOHCTPUPYIOT CyOKBagpaTUiHOe
MaclTabupoBaHue 6narofapsa apXUTEKTYPHbIM ONTUMM3a-
unam. AHanms 15 COBPEMEHHbIX apXUTEKTYpP BblABWUI, UTO
ONTMMaNIbHOE COOTHOLIEHNE TOYHOCTM K BblUUCNTENb-
HOW CNOXHOCTW JOCTUraeTca B apxutektypax EfficientNet
n MobileNet ¢ nokasatenamu 192,75 n 239,33 TOYHOCTU
Ha onepauuio COOTBETCTBEHHO. MaTemaTnyecknin aHanms
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Tabnuua 5.

TeopeTnueckme rpaHnLibl ¥ SMAPUYECKMe oLieHKK 0606LLatoLLeit Coco6HOCTY

PAC-baiiecoBckas y
Apxutektypa V(-pa3mepHocTb CnoxHoctb Papemaxepa AL Imnupunyeckuit paspbiB | Teopetnueckas rpaHmua

ResNet-50 2,34x108 0,067 0,182 0,031 0,245

EfficientNet-B0 8,72x107 0,045 0,134 0,024 0,179

VGG-16 4,67x10° 0,089 0,267 0,047 0,356

MobileNet-v2 5,23x10 0,038 0,121 0,019 0,159

ConvNeXt-T 9,14x10" 0,049 0,146 0,027 0,195
Tabnuua 6.

AHanNM3 VHTEPNPETMPYEMOCTMI 1 aTPUOYLIMK NPU3HAKOB B CBEPTOUHDBIX HEMPOHHbIX CETAX

ResNet-50 EfficientNet-BO VGG-16 DenseNet-121 ConvNeXt-T

Grad-CAM (loU) 0,67 0,74

LIME (BepHocTb) 0,84 0,87 0,79 0,85 0,89

SHAP (cornacoBaHHOCTb) 0,91 0,94 0,87 0,92 0,95

LRP (uyBcTBUTENBHOCTD) 0,76 0,82 0,71 0,79 0,84

ViHTerpupoBaHHble rpaaneHTbl 0,88 0,91 0,83 0,89 0,93
Tabnuua 7.

YCTOMUMBOCTb CBEPTOUHbBIX HEMPOHHbIX CETEN K COCTA3aTeNIbHbIM aTakaMm

ResNet-50 EfficientNet-B0 VGG-16 DenseNet-121 ConvNeXt-T

FGSM 0,27 0,34
PGD 0,01 0,15 0,22 0,12 0,19 0,26
W - 0,08 0,14 0,06 0,11 0,17
AutoAttack 0,01 0,12 0,18 0,09 0,15 0,21
Yucras TOYHOCTb - 0,76 0,77 0,72 0,74 0,82

bYHKLMIA NOTepb NoKasan KpUTuyeckne pasninuma B onTu-
MUW3aLMOHHbIX NaHAwadTax: COBPEMEHHblE apPXUTEKTYpbI
C OCTaTOYHbIMU COEAUHEHNAMN AEMOHCTPUPYIOT Uncna ob-
yc/ioBNeHHOCTH maTtpuubl fecce B 3-10 pa3 meHblUe Knac-
CUYECKMX apXUTEKTYP, UTO OOBACHAET VX MPEBOCXOAHblE
cBoncTBa cxognmocTn. CpaBHUTENbHbBIA aHanu3 anroput-
MOB OMTUMM3ALMN BbIABU MPEBOCXOLACTBO aAanTUBHbIX
MeTOAOB C BpemeHem cxogmmocTu Ha 40-55 % meHblie
MO CPABHEHWMIO C KNTACCMYECKMM CTOXaCTUYECKUM FPagUEeHT-
HbIM CMYCKOM.

AHann3 CoBpeMEHHbIX TEHLEHLMI B Pa3BUTUM CBEPTOY-
HbIX HEMPOHHbIX CeTe AeMOHCTPUPYET Nepexoq OT NPoCTo-
ro yBeNnMyeHus rnyobrHbl K apXUTEKTYPHbIM MHHOBALMSAM,
BKJTIOYAIOLMM MeXaH3Mbl BHUMAHMWA, MOUNCK apXUTEKTYpPbI
HEeNPOHHbIX ceTe U rnMbpuaHble noaxoAbl, obbefnHsAo-
Wwme npenmyLiecTsa pasfinyHbiX napagurm. ApXuTekTypbl

Cepus: EcmecmeeHHble u mexHu4yeckue Hayku N° 11 Hoa6pb 2025 2.

Ha ocHoBe TpaHCcHOPMepPOB NMOKa3bIBaOT KOHKYPEHTOCMO-
COOHYI0 MPOM3BOAUTENBHOCTb C TPAAMLMOHHBIMU CBEp-
TOUHBIMW HEMPOHHBIMW CETAMYU NPU CONOCTaBMMOW BblUNC-
NUTENBbHOW CNOMHOCTK, YTO YKa3blBaeT Ha KOHBepPreHuuo
PasfiMYHbIX NOAXOAOB K MOAENVPOBAHUIO MepapXnuyecKmx
npeactaBneHun. Tekywme wnccnefgoBaHna GoKycupyoTca
Ha peleHun dyHaaMeHTanbHbIX NPobnem NHTepnpeTupy-
eMOCTV M YCTOMUYMBOCTM K COCTA3aTeSIbHbIM aTakam, npwu
3TOM JOCTUFHYT NpOrpecc B pa3paboTke MeTo[oB aHanmn3a
aTpunbyLMKN NPU3HAKOB C NoKasaTensiMn BepHoctn ao 0,95
L1 COBPEMEHHbBIX apXUTeKTyp. Pa3BuTre MaTeMaTUYeCKomn
TEOpUN CBEPTOUHBIX HEMPOHHBIX CETEN XapaKTepusyeTcs
NMepexofoM OT SMMUPUYECKMX aPXUTEKTYPHbIX pPeLleHni
K MPUHUMUMNMANbHOMY NMPOEKTUPOBaHMIO HA OCHOBE Teope-
TYeckurx insights 13 GyHKLMOHaNbHOIo aHanu3a v Teopun
onTumuzauummn. MepcnekTuBHbIE HAMpPaBMIEHWA BKIOYAlOT
pa3paboTky bopmanbHbIX METOAOB BepUbUKaLUN HENPOH-
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HbIX CeTeW, co3JaHne eauHomn TEOPETVILIECKOVI CTPYKTYpbI HbIX MPUYNHHDbIX MOAenen aAna noBblweHNA NHTEPNpPEeTNpPY-
ANA aHaln3a PasnMyHbIX apPXUTEKTYPHbIX Mapagurm n NHTe- eMoCTn I'J'Iy6OKVIX mogenen.
rpauuto OOCTVXKEHWI B obnactn NPUYNHHOCTUN N CTPYKTYP-
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