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Summary. The article discusses the development and experimental
verification of resource- and energy-efficient distillation methods for
transformer models in the task of named entity recognition (NER),
with an emphasis on preserving verifiable and application-relevant
knowledge. The proposed approach combines engineering distillation
techniques, targeted evaluation by critical entity classes, and systematic
evaluation of model resource characteristics. The work is focused on
practical reproducibility: all experimental protocols are formalised and
implemented as a reproducible software pipeline.
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BseaeHve

OBpeMeHHble TpaHchOpMepHble Mogenn obecne-

UMBAIOT BbICOKYID TOUYHOCTb B 3aflayax W3BNEYEHUA

MHPOpPMALMM M3 TEKCTa, BKIOYas pacrno3HaBaHue
MMEHOBAaHHbIX CyLHOCTeN [1, 2], 0ogHaKO 1X BblCOKasA napa-
MeTpUYEeCKas CIIOXKHOCTb 1 BbIUNCIIUTENbHbIE TPeboBaHNKA
OrpaHMuMBaIOT UCMONb30BaHNE B PECYPCHO-OrpaHUYeH-
HbIX U YYBCTBUTESIbHbIX MPUIOXKeHUAX (edge-ycTponcTBa,
KOpropaTuBHble NoKasibHble AenfoNMEHTbl B MefuLMHe,
¢durHaHcax n roccekTope) [3, 4. Hapapy ¢ cokpallyeHnem Bbl-
UNCMTENbHON HArpysKy nosAsnseTca TpeboBaHme K rapaH-
TUPOBAHHOW COXPAHHOCTU NMPAKTNYECKM BarKHbIX GaKTOB —
OTAENbHbIX TUMOB CYLIHOCTEN N CNaHOB, OT KOPPEKTHOCTA
pacrno3HaBaHMA KOTOPbIX3aBUCUT NPUHATNE PELLEHNI I BO3-
MOXHOCTb ayauTa [5, 6]. CoBpeMeHHble NpaKTUKN QNCTUI-
NALMM NO3BONAIOT yMeHbLUaTb MOZesv, HO 0ObIYHO ONTUMU-
3UpytoT rnobanbHble METPUKN U HE AAOT NPAMbIX FrapaHTUIA
Mo «KPUTUYECKUM» 3HaHUAM. BmecTe ¢ Tem oLeHKa 3KOHO-
MWW PeCypCcoB YacTO OrpaHUYMBAETCA U3MEPEHNAMN YNC-
na napameTpoB 6e3 CUCTEMHOrO yyeTa BAUAHUA Ha latency
N NPUMEHUMbIX MPOKCU-METPUK 3Hepronotpebnexusa [7].
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AHHomayus. B cTaTbe paccMaTpuBaeTca pa3paboTka M dKcnepuMeHTanbHas
npoBepka MeTOf0B Pecypco- v 3HeproddPekTUBHON AUCTUANALNM TPaHC-
dopmepHbIX MoZeneii B 3ajaue U3BNeYeHNA MMEHOBaHHbIX cywHocTel (NER)
C aKLieHTOM Ha COXpaHeHuM BepuduLMpyemMbIX 1 MPaKTUUYECKN BaHbIX 3Ha-
HuiA. [peanoXeHHbIii MOAX0A COYETAeT MHXeHepHble MpUeMbl ANCTUANALNY,
LieneByto OLIEHKY M0 KPUTUYECKIIM KNaccam CYLUYHOCTel 1 CUCTemMaTu3npoBaH-
Hyl0 OLIEHKY pecypcHbIX XapakTepuctuk mopeneit. Pabota opueHTMpoBaHa
Ha MPaKTUYeCKyl BOCMPON3BOAUMOCTD: BCe dKCMepUMeHTabHbIe MPOTOKOMbI
(opmann30BaHbl U peanu3oBaHbl B BUAE BOCMPOU3BOANMOTO MPOrPaMMHOr0
naiinnanHa.

Kntouesble cn08a: ANCTUANALMA 3HAHWIA, TPaHCPOPMEpbI, U3BEYEHNE UMEHO-
BaHHbIX cywHocTeit (NER), pecypcosddekTuBHOCTb, KpuTHyeckine GpakTol, Bepu-
duumpyemble 3HaHKA.

Ha ocHoBe pe3ynbTaToB aHanm3a noTpebHoCTen NpaKTu-
YeCKUX CUCTEM 1 CYLLECTBYIOLMX NPOOENOB B HAYUHbIX UC-
TOUHMKAX MTepaTypbl CGOPMYNMPOBaHbl TPU KOHKPETHbIE
nccnefoBaTenbCcKkmne 3afadun, KOTopble peLlatoTca B paMKax
paboTbl 1 AEMOHCTPUPYIOTCA B BOCMPOM3BOAVMOM MpPO-
rpammHOM NannnarnHe:

1. Tlpoun3BecTn CpaBHUTENIbHYIO OLEHKY KayecTBa pac-

Mo3HaBaHMWA CyLHOCTeNn npu nepexope ot «teacher»
K «student» mopenam [8];

2. N3mepuTtb 1 onmucatb M3MEHEHME 4uKcslia napame-
TpoB 1 latency (BocnpomsBofnmasa meTofmKa 3a-
MepoB), MNPeanoOXnUTb MNPOCTble Proxy-mMeTpuKn
4nA NpUGNMXEHHON OLUEHKM 3HepronotpebneHus
N NpoaHann3npoBaTb COOTHOLIEHNE «KauyecTBO —
pecypcbi» [9];

3. Bblgenntb MHOXeCTBO KPUTUYECKUX TWUMOB CyLl-
HoCTell, pa3paboTaTb NPoLeaypPHYIO METOAVKY Bbl-
uncnenua F1_critical n Coverage nytem BIO k span
npeo6pa3oBaHnii U TOYHOTO COBMALEHUA CMAHOB,
OUEHUTb BAMAHUE AUCTUANALMM Ha 3TN MeTpu-
kum [10].

Cepus: EcmecmeeHHble u mexHu4yeckue Hayku N° 11 Hoa6pb 2025 2.
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CpaBHUTEAbHa% OLeHKa Ka4ecTsa
P3CcNO3HaBaHWS CyLLHOCTEe Npy Nepexoae
oT «teacher» K «student» moaensim

3ajava: KONMYeCTBEHHO U KayeCTBEHHO OLEHUTb, Kak
pecypcoadpdeKkTvBHAA ANCTUANALNA BAUAET HA M3BeYe-
HMe MMEHOBAHHbIX CYLIHOCTEN 1 Ha COXPaHeHne npakTuye-
CKM 3Ha4YMMbIX CMAHOB. [1nA 3Toro peanv3oBaH BOCNPOU3BO-
OVIMbIA SKCMEPVIMEHTaNbHbIV KOHBeEeP, 06ecneyrBaoLLmi
KOppeKTHoe npeobpa3oBaHMe MeTOK, COMOCTaBMMOCTb
YCNnoBUiA 0byueHna 1 CTPOryl npouenypy BblUMCIEHUA
entity-level meTpuk.

MofrotoBKa AaHHbIX U COMTACOBAHME METOK Oblfia Hava-
Ta ¢ Bblbopa ncxogHoro kopnyca — CoNLL-2003. TokeHu3a-
LmA BbinonHeHa ¢ yyetom subword-TokeHos (is_split_into_
words=True), a CyOTOKEHbI, He ABMSIOWMECA HaYaJloM CJIOBa,
nomeuanuncb —100 B Maccuse labels, uto6bl NCKNIOUUTD KX
13 pacyéTa loss. Kputnueckn BaxkHa KOppeKTHas nHTeprpe-
Tauusa id — label: mapping nsBnekaeTca nHenocpeacTBeH-
HO 13 «Cblpbix» AaHHbIX CoNLL n ncnonb3yetca Kak eguH-
CTBEHHbI UCTOYHVK NpaBabl A4ns nepesoga id B BIO-cTpoku
npu oueHKe NpeAckasaHui 1 3TanoHa. ITO yCTpaHAeT He-
CKOOPAVHUPOBAHHOCTb $OpMaTOB, MPUBOAMBLLYIO paHee
K MyCTbIM MHOXeCTBaM CMaHOB.

Mogenu n KoHbUrypaumsa sKkCnepuMeHToB:
— Teacher: BERT-nofjo6Has apxuTekTypa;
— student: DistilBERT.

O6e mMopenu MoAroTaBNMBAINCL K eAuHON cTpaTernn
TOKeHM3aLuu, NagauHra n o6paboTku cyGToKeHOB. B Lenax
BOCnpon3BoanMocTy Ppukcnposanmcb seed RNG 1 Bepcum
KItoueBblx 6UGMOTEK.

lMnepnapameTpbl (IEMOHCTPALMIOHHbIE 3HAYEHWSA):
learning rate = 5e-5;

batch_size = 16;

epochs = 1-2.

MapameTpbl ANCTUANALNN:

alpha=0,5;

beta =0,5;

temperature = 2,0.

B 3KcmeprMeHTanbHOM nNainnaHe peanu3oBaHbl ABa
npakTUyYecKux pexnma nonyuyerus student us teacher. O6a
peK1Mma OpUEHTMPOBAHbBI HA TO, YTOObI CTYAEHT «HAYUMSICA»
BaXXHbIM [/1A 3afauyu pacrno3HaBaHUA 3aKOHOMEPHOCTAM,
HO OT/INYAIOTCA TEM, KaK/e CUTHasbl yUMTENb NepesaeT U Ka-
Ku1e acneKTbl NPy 3TOM NOAYEPKMBAIOTCA.

Vanilla distillation (6a3oBas guctunnAuua) — B TakoM
pexume obyyeHve CTyAeHTa MPOUCXOAWUT MOA KOHTPO-
neM ABYX MCTOYHMKOB: CTaHAAPTHOW «LeneBon» GpyHKLMM
(owmnbKa Mo M3BECTHbIM METKaM Ha TPEHWPOBOUHbIX NPU-
Mepax) 1 cornacoBaHuA C NpeackasaHuamMn yuutens. Vipgea

NpocCTan: CTYAEeHT He TONbKO MbITaeTcA NpPaBWbHO Npea-
CKa3aTb NCTUHHbIE METKW, HO 1 CTPEMUTCA BOCMPOU3BECTH
«MArKne» BEPOATHOCTHbIE NpeanoyTeHUs yuntensa (Hanpu-
Mep, OTHOCUTENbHYIO YBEPEHHOCTb B Pa3/IMUHbIX Kaccax),
4TO NepenaéTt AOMONIHUTENbHbIE CTPYKTYPHbIE 3HAHNA Yuu-
TenA. B npaktuyeckom peanusaunm 3To [OCTUraeTCA KOM-
6UHMpPOBaHNEM OObIYHOFO KPOCC-IHTPOMUAHOIO CUrHana
N Mepbl PAaCXOXAEHUA MeXAY BEPOATHOCTHbIMU pacnpene-
NEHUAMM YUUTENA 1 CTYLAEHTa MO TOKeHaM.

Constrained distillation (orpaHuyeHHaa puctTunnAumA
C MPUIOPUTETOM KPUTMYECKUX MO3WLUN) — 3STOT PEeXum
pacwmpaeT 6a3oByl0 CXemy TeM, YTO ABHO MoAyépKuBaeT
BAXXHOCTb onpefenéHHOro NOAMHOXeCTBa METOK Ufn Mo-
3ULNA — KPUTUYECKMX CYLUHOCTEN, 3afjlaHHblX 3apaHee
Mo MPUKNagHbIM COObpaxkeHUsiM (B aKkcnepumeHTe — PER
n ORG). MpakTuyeckn 310 peanusyetca fobasneHnem [o-
MOMHUTENIbHOTO CWrHana obyuyeHus, KOTOpPbIV yCunuBaeT
HaKa3aHVe 3a PacXOoXKAEeHWA MMEHHO Ha TOKeHax Wau cna-
Hax, OTHOCALLUXCA K 3TUM KPUTUYECKMM Tunam. Opyrumm
CfoBamu, MOMMMO CTPeMJIEHNA COrNlacoBaThCA C yunTeniem
B LIeJIOM, CTYAEHT AOMOSHUTENIbHO «MPULESIbHO» YUUTCA
Ha no3numaAx, rae ownbka ocobeHHO HexenaTtenbHa. KoH-
KpeTHasa ¢opmMa Takoro npuLenbHOro CUrHana MoXet 6biTb
OBYX TWMOB: (a) AOMONHUTENIbHOE COrfacoBaHVe NOrnToB
yumTens v CTydeHTa TONbKO Ha TOKeHaX KpUTUYeCKUx cra-
HoB, unu (6) yBennueHne Beca ownbkn (weighted loss) ana
KaccoB, BXOAALWNX B HAOOP KpuTnuecknx Tunos. Oba Bapu-
aHTa peann3oBaHbl B MannnaHe 1 MOTyT nepeknioyaTbca
napameTpoM, YNpaBsaoLWUM BK1aAoM 3TOro CMrHana.

KauecTBo cpaBHMBaeTCA Ha YpPOBHE CYLYHOCTHbIX Cna-
HoB: 13 token-level BIO-meToK cTpoATca cnaHbl Buaa (label,
start, end), 3aTem BblUMCNAIOTCA TOUHbIE COBNaAEHNA MeXay
3TVMM MHOXeCTBamMM Ana pacyéta Precision, Recall n F1.
[nAa NpyvKnagHOro KOHTPONA AOMNOJSIHUTENbHO PaCcCUUTbI-
Baetca F1_critical — F1, Bbluncnaemas Tonbko no 3apaHee
BblAeNIEHHOMY MHOXEeCTBY KPUTUYECKMX TWUMOB, a TaKKe
Coverage — A0ONA UCTMHHBIX KPUTUYECKMX CMAaHOB, BOCCTa-
HOBNeHHbIX Mogerbio (exact-match no cnaHam). Bce meTtpu-
KN arpermpyiotca 1 COXPaHAIOTCA B CTPYKTYPUPOBaHHOM
BUAe AN1A nocneaytoLiero aHanmsa.

JKCMepMEHT BbIMOJHEH B crieaytolem nopsgke: fine-
tune teacher — nHuymanusaums student n coxpaHeHue ero
MCXOAHOro cocToAHMA — 3anyck vanilla distillation — cepun
constrained 3anyckoB C pa3fiMYHbIMK HACTPOMKamMu npu-
LleNIbHOTrO CUrHana — oLeHKa 1 coxpaHeHne meTpuk (CSV)
— reHepauus rpadrkos 1 Tabnuu. [Ina KOPPEKTHOro CpaB-
HEeHMA BCEX PEXMMOB CTYAEHT nepep KaKAblM 3anycKoMm
BOCCTaHaB/IMBAETCA M3 OfHOFO M TOFO €& COXPaHEHHOro
HayaNbHOrO COCTOAHUA, YTOObI UCKNIOUNTD IPEKT pasHoN
UHMYManmn3aumun. na unsmepenusa latency umcnonbsyetcs
BOCMPOV3BOANMbIV NPOTOKON (2 warm-up nporoHa, N=5
N3MepuUTesIbHbIX MPOroHOB, GUKCUMPOBaHHBIN batch_size).

Cepus: EcmecmeeHHble u mexHu4yeckue Hayku N° 11 Hoa6pb 2025 2. 133
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Tabnuua 1.

CooTHOLWeHMe KayecTBa U pecypcos Mopenen

F1, paccuntanHas

(Cpeanss nateHtHoctb | F1, paccuutaHHas no Bcem [lonst UCTUHHBIX
Mopenb Yucno napametpos . TONIbKO 110 MHOXECTBY
0/1HOr0 6aua TUNaM CyLLHOCTEl KPUTUYECKIX CNaHOB
KPUTUYECKVX TUMOB
teacher 108898569 0,007802 0,908186 0,913884 0,905894
student_vanilla 66369801 0,004400 0,911686 0,925079 0,921807
B Tabnuvue 1 npvBeaeHO COOTHOLIEHME KayecTBa 1 pe- Overall F1 (zoomed)
CYpCOB paccMmaTprBaeMbIX MOAenen: 0.916 4
Ona Kaxagon MOJenu CPaBHUBAKOTCA OLHOBPEMEHHO 0.914 -
napameTpbl, CKOPOCTb M KauecTBo. lpakTuueckas 3apa- 0.912
ua — BbIb6paTb MoAesb, KOTopasA obecrneunsaer npriemse- % 0.912 1 .
MOE CoYeTaHne Marblx 3HaYEHWUI CYMMapPHOro KonnyecTsa § 0.910
NapameTpoB U CPeAHIO NaTeHTHOCTb OfgHOro 6ada npu o
[OCTAaTOYHOM YypoBHe F1, paccuutaHHas no BCeM TuUnam = 0.908 -
CYLWHOCTEN U rapaHTUPOBAHHOIO COOTHOWeHMs F1, pac-
CUMTaHHas TOMbKO MO MHOMECTBY KPUTUYECKUX TUMOB 0.906
K [ofe VCTUHHBIX KpUTMYecKnx cnaHos. Mopgenb-teacher
0.904 -
nmveet 108898569 napameTpoB N AEMOHCTPUPYET SlaTeHT-

HocTb 0,007802 npu npouux pasHbIX ycnoBuaAx. Ee kaue-
ctBo no entity-level F1 coctaBnsaer 0.908186. Nepexon
K KOMMakTHoM mogenu-student_vanilla npuBoant Kk cokpa-
LLeHWI0 Ynca napameTpoB Ao 66369801 (=39 % no cpaBHe-
Huto ¢ teacher) 1 K ymeHblUeHUo naTeHTHOCTK fo 0,004400,
npu 3tom overall F1 oka3biBaeTca paBHbim 0,911686, a F1
no Kputnyecknm tunam — 0,925079 (Coverage = 0.921807).
Taknm 06pa3om, B paccMaTpriBaeMOM SKCNepruMeHTe OCTU-
raeTcAa 3HauMMmasa SKOHOMMA MO pecypcam Npu yaepKaHuu
(n B pape cnyyaes yny4lleHUN) KayecTBa pacno3HaBaHWA:
npakTnyeckuin BbiIbop mogenn 6yaeT 3aBnceTb OT JONYCTU-
MOrO YPOBHA CHWKeHuA F1, paccumTaHHaA no Bcem Tunam
CylHOCTeNn 1 TpebyeMmbixX rapaHTU No cooTHolweHuio F1,
paccunTaHHaA TOMIbKO MO MHOMECTBY KPUTUYECKMX TUMOB
K [jone UCTUHHBIX KPUTUYECKMX CNaHoB. B cnyvae, ecnu 3a-
Java TpebyeT He [OMYyCKaTb MAfEHMsA TOYHOCTM MO KPUTU-
YeCKMM CYLIHOCTAM, NpearnouTuTeneH constrained-pexnm
C MaJibiM MOJIOXKUTENIbHbIM 3HaUeHreM napameTpa 3, KoTo-
pblIll B 3KCNepUMeHTax nokasan ynyJdweHue F1_critical npu
HecylecTBeHHOM BnuAHKYK Ha F1_overall.

Ha pucyHke 1 nokasaHo cpaBHeHue entity-level F1 gns
nccnepoBaHHbIX KoHdUrypauwmia (Teacher, Student vanilla).

Ha pucyHke 2 nokasaH F1 ncknoumTenbHO no Kputnye-
ckmm Knaccam (PER, ORG), n oTparkeHa COXPaHHOCTb Kiltoue-
BbIX GAKTOB MNPW AUCTUAAALMN.

OueHka pecypco3hdheKTnBHOCTA
" BAUSIHME Ha deploy

OueHka pecypcHol 3pdeKTUBHOCTY NPOBOAMTCA Yepes
ABa BOCNPOU3BOAMMbIX Proxy-rnokasatena: CyMMapHOe Ync-
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teacher student_vanilla
Puc. 1. Overall F1 gna nccnegoBaHHbIX Mofenen

F1 for critical types (zoomed)

0.930

0.925
0.925 A

0.920 A

F1 (critical)

0.915 A

0.910 A

teacher

student_vanilla

Puc. 2. F1 no kputnyeckum tunam (PER, ORG)

no napameTtpos (Params) n cpegHAA NaTeHTHOCTb NHbEepeH-
ca (Latency). Params — peTepMMHMPOBaHHbIN NoKasaTesb,
BbIUMCIAEMbIN KaK CyMMa 3JIeMEHTOB BCEX MapameTpoB
Mogenun (KonmMuyecTBO CKanApHbIX 3HauyeHun). Latency uns-
MepAeTcA No AeTePMUHNPOBAHHOMY 11 BOCMIPOM3BOAVIMOMY
NpoTOKONYy: cepua warm-up nporoHos, 3atem N forward-
nporoHoB (B 3kcnepumeHTe N=5) Ha QUKCMPOBAHHOM
batch_size, ycpegHeHune BpemeHnu. [InAa HagéXHOCTN NpoBe-
[eHVe NOBTOPHbIX U3MepeHuit (repeats) 1 npeacTaBneHne
mean + std o6a3aTtenbHo.

JKCneprMeHTanbHaA peanu3auna obecneyrBaeTt CTpo-
ryto duKcaumio ycnoBui: ogHa 1 Ta e dyHkums collate_fn
ncnonb3yeTca ANiA BCEX MoAeneil, OAMHaKoBble 3HaYeHUs
batch_size n strategy padding. AnnapatHas KoHburypaums

Cepus: EcmecmeeHHble u mexHu4yeckue Hayku N° 11 Hoa6pb 2025 2.
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TWwaTtenbHo GuKcMpyeTca B versions.txt, 4Tobbl obecneumnTb
BOCMPOM3BOAMMOCTb abCONMIOTHBIX 3HaYeHwui Latency.

MeToguka m3mMepeHuii 060CHoBaHa Tem, uto Params
n Latency ABRAOTCA NPOCTbIMK, BOCMPOU3BOAUMbIMY U Obl-
CTPbIMY B MOJNyYEHUN ProxXy-MeTprKamu LN NHXEHEPHbIX
peweHnn o gennoe. [Ina NONHOLEHHOW OLIEHKU SHEepProro-
TpebneHnA B fanbHelLWeM MNaHNPYTCA NpsAMble n3mepe-
Hua (RAPL/pyJoules), ogHako faHHble npouenypbl Tpebytot
annapaTHOro JOCTyna 1 CNeLmnanm3npoBaHHbIX MHCTPYMEH-
TOB 1 NOTOMY OTHECEHbI K cliegytoLleit Gpase nccnegoBaHus.

LLlarn peanvsauumm namepeHuii:

— BbInonHWTb 2-5 warm-up NPOroHoB No ogHomMy 6at-
4y anAa nporpesa Bbluncnuntena (GPU/CPU);

— Mpoitn N forward-nporoHos (N=5) 1 n3meputb Bpe-
MA Kaxpaoro; Latency = mean(times);

— [pun HeobxoaMMOCTM NOBTOPUTL U3MepeHne M pa3
(repeats) 1 BbluMCIMTL Mean + std;

— CoxpaHuTb pe3ynbTatbl B CSV.

ConocTtaBneHune Params n Latency no3sonseTt oueHUTb
NpaKkTUYecKyto Bbirogy ot nepexoda K student. B Hawwmx sKc-
nepuMeHTax MoKa3aHo: COKpalleHne 4mucia napameTpos
nNpuonn3nTENbHO Ha 39 % CONPOBOXAANOCh YMEHbLLEHVEM
latency npumepHo B 1,8 pa3a npu coOXpaHeHMN BbICOKOrO
YPOBHA KayecTBa pacno3HaBaHus.

Ha pucyHke 3 npounniocTprvpoBaHa 3aBUCUMOCTb Cpef-
Hell NaTeHTHOCTUN UHPEPEHCa OT YKc/a NAPamMeTPOB (B M-
nVIOHaX),‘ KaXx[aA TO4YKa COOTBETCTBYET KOH erTHOVI moaenwn.

Parameters vs Latency

teacher
108M
0.008 ° 7.80ms
_ 0.007 A
K
a
S 0.006 +
©
= student_vanilla
0.0054 66M
4.40ms
[ J
0.004 A
70 80 90 100 110

Parameters (M)

Puc. 3. 3aBucumocTb Latency (s) ot uncna napameTpos (M)
[N ccnegoBaHHbIX Mogenen

IKOHTPOABL COXpaHEHNS1 KPUTUHECKNX 3HAHNIN
" nx sepudurKaumns

KoHTponb coxpaHeHna KpUTUYECKMX CYLLHOCTEl opra-
HN30BaH uyepe3 BBeAEHME JIOKASIM30BaHHOIO KOMMOHEHTa
notepb, 0603HaYaEeMOro Kak KpUTUYeCKUin loss — OH Ha-
npaBfeH crneuyranbHO Ha TOKEHbl U CMaHbl 3apaHee Bblae-
neHHbIx TNoB K (B skcnepumeHTe K={PER,ORG}).

[na npakTnyeckom NpoBepKM COXPaHHOCTU TaKux dak-
TOB MCMOMb3YIOTCA 1BE METPUKU:

— F1 no kputnueckum trnam (F1_critical) — ctaHpapT-
Has F1, BbluMCNEHHAsa TONbKO MO CMaHaMm, OTHOCS-
wnmesa K K;

— Coverage — [0NA UCTUHHBIX KPUTUYECKMX CMaHOB,
KOTOPbIX MOZeSlb BOCCTAaHOBW/IA TOYHO MO rpaHuLam.

— KpuTnyeckuin loss peanvsoBaH AByma criocobamu,
KOTOpble AOCTYMHbI B KOZE Y MOTYT NepeKoYaTbCs:

— JlokannsoBaHHOe cornacoBaHme norntos. Ha nosu-
UMAX TOKEHOB, MpUHaZiexalinx UCTUHHbIM KpUTK-
YeckMM CraHaMm, AOMOSHUTENbHO MUHUMU3NPYETCA
pacxoXxneHne Mexgy <BHYTPEHHUMU OLEeHKamMm»
(normtamm) yuutena n ctygeHTta. igea: ctyaeHT gon-
>KEH MaKCMManbHO BOCMPOM3BOAUTb MOBeAeHue
yunTena MMeHHO TaM, rae 3TO BaXHO.

— B3BelweHHbIN cTaHAAPTHbIN loss. [na KnaccoB, BXO-
4AWKX B MHOXecTBO K, yBennumBaioTca Beca owmb-
KW Npu pacyete 0ObIYHON KPOCC-IHTPOMUK, TaK YTO
OLWMOKM Ha KPUTUUYECKMX TOKEHAX «OOPOXKE» U CUNb-
Hee KOPPeKTUPYTCA BO BpeMsa obyyeHus.

O6e peanvzauun SalOT NPAKTUYECKNI «pblyar» yrnpas-
NEHUA: CUna BAMAHMA KpuTuyeckoro loss 3agaeTca eauH-
CTBEHHbIM MapameTpom 3 — npu B=0 AOMNOAHUTENBHOIO
npuviopuTeTa HET; NPu PocTe 3 BHUMAHUIO K KPUTUYECKUM
no3nLUMnAM NpuaaeTcs Bce 6onblue Beca.

[ns nccnepoBaHna BAVAHMA KpuTrdeckoro loss Bbinos-
HeH nepebop 3HaueHun B (0,0; 0,1; 0,2; 0,5). Ana kaxporo
B cTyneHT BOCCTaHABNMBACA U3 OQHOIO M TOTO e Havaslb-
HOro COCTOAHMA (/1A TOro, UToObl 06eCNeunTb KOPPEKTHOE
CpaBHeHue), obyyancs KOpOoTKoe KonmyectBo smnox (1-2
B AEMOHCTpauun; gnsa penankauum — 2-5), n 3atem oue-
HuBancsa no metpukam f1_overall, f1_critical n coverage.
Pe3ynbTaTbl KaXJoro NporoHa npeacTaBsieHbl B Tabnuue 2.

Mpwn ymepeHHbIx 3HaueHnaAx 3 (nopagka 0,1-0,2) goctu-
raetca 3ameTHoe ynydweHue F1_critical u Coverage npwm
MUHUManbHOM BO34eNCcTBMM Ha obuyto F1. Mpu cnuwkom
6onblwom B (Hanpumep, 0,5) TPULENBHBIN CUrHaM HauHaeT
OOMVHUPOBATb, YTO MOXKET yXyALWaTb O6LLYy CXOLMMOCTb
n cHuxatb F1_overall. Ha npaktuke pekomengyetca nop-
6upatb B yepes Banmpaumio no F1_critical, npn BbICOKMX
B cHmxaTb learning rate n npumeHaTb gradient clipping,
a nepep KaXkAablM MPOroHOM COXPaHATb 1 BOCCTaHaBMBaTb
HauasibHoe COCTOAHME CTyeHTa AN YeCTHOTO CPaBHEHNA.

Ha pucyHke 4 npepctaBneHa 3aBucumocTtb F1 overall
n F1_critical ot 3HaueHun f.

3aKkAlo4eHve
B paboTe peann3oBaH BOCMPOM3BOAVMbIN U CUCTEMA-

TU3MPOBAHHbIN MOAX0A K PecypcoddPpeKTUBHOW JUCTWI-
nAaymmn TpaHchopmepHbix mofenel B 3agave NER ¢ yuetom
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Tabnuua 2.
Pe3ynbTtaTtbl nepe6opa pasMuHbIX 3HaUeHun 3

[TonHoTa TouHoctb lonHoTa TouHocTb " MokpbiTne
0 0,
- BeeMa Q1 overal % | (overal, % | FTO% | Gt 9 | citia, % | T A% | (coverage), %
0.0

0.0050 92.12 92.06 92.09 92.22 93.69 92.95 92.22
0.1 0.0047 92.15 91.87 92.01 93.16 93.00 93.08 93.16
0.2 0.0057 92.21 9238 92.30 92.75 93.93 93.34 92.75
0.5 0.0050 91.99 92.54 92.26 92.75 93.69 93.22 92.75
F1 overall and F1 critical vs beta TPeOOBaHUIN K COXPAHEHMIO KPUTUYECKUX 3HAHWI. DKCne-
0.934

pvmeHTanbHaa Banugauma Ha CoNLL-2003 nokasbiBaer,
YTO MPW aKKypPaTHOWM HaCTPOWKe AUCTUANALMN BO3MOXHO
NonyynTb KOMMAKTHble MOLENWN C CYLeCTBEHHO MEHbLUNM
YMCNOM MapPaMeTPOB U 3HAUUTENbHBIM YCKOPEHNEM UHde-
0.928 1 peHca Npy COXpPaHEHMM KayecTBa Pacrno3HaBaHUA U ynyu-

—e— F1 overall
0.932 4 —¢ F1 critical

0.930

026 - LLIEHNW MoKa3aTenen No KpUTnyecknm tunam. [lanbHenimne
nccnefoBaHns 6yayT HanpaefieHbl Ha NPsMble U3MEPEHUS
0.924 1 SHepronoTpebneHns, NHTerpaunio nsBnevyeHns Gopmanb-
0.922 —® HbIX apTedaKTOB 1 N3yUeHrie NPUBaATHbIX MPOTOKOJOB arpe-
TMPOBAHMNA KOMMAKTHbIX 3HAHWN.
0.920 -

T T

0.0 01 02 03 0.4 05
beta (critical loss weight)

Puc. 4. 3aBucumoctb F1 overall u F1_critical ot 3HaueHus B
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